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Abstract

As man’s presence in space grows, so does the size and complexity of the sys-
tems he deems necessary to put there. Unfortunately, man’s ability to analyze several
engineering disciplines interacting simultaneously has not improved. Current design
tgchniques involve developing ‘mathematical models of all subsystems tc determine
a performance level prior to actual production of the system. Normally these mod-
els are created separately and the interaction between the subsystems is not known
completely as the design proceeds. Only when the system is finally built can the
interactions between the subsystems be accurately defined. Current computer-aided
design tools can be used to develop in-depth computer models of, at most, two dis-
cii>lines simultaneously. This is important during the latter stages of a design but

presents problems during the conceptual design phase.

A method is needed to simultaneously integrate several engineering disciplines
into one complete model to determine the performance of the system as a whole
d'm'iné the design development. System engineering methodologies are particularly
suited to this problem. These methods provide a structured approach to problem
formulation and system parameter identification. Bond graphs are also well suited
as bond graphs model power flow and energy relationships within subsystems, a

characteristic inherent to all dynamic systems.

The intent of this research was to demonstrate the use of concurrent engineer-
ing theory to systematically model a large flexible space structure involving several
engineering disciplines. The disciplines considered include: dynamics, controls, op-
tics, structures, and heat transfer. A set of optimal solutions is presented and the
results of this research are compared and contrasted with the results from classical

design and modelling techniques.
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Multidisciplinary Modeling and Design

of a Space Structure

I. INTRODUCTION

1.1 BACKGROUND

As man’s presence in space grows, so does the size and complexity of the
systems he deems necessary to put there. Programs such as the Strategic Defense
Initiative-(SDI) and the NASA space station are generating stringent requirements
for these large complex space systems. Forexample, an SDI satellite may be required
to.generate-large amounts of energy and simultaneously track a moving target. The
tracking is required to be accurate, but the energy generation process and attitude
control inputs produce structural vibrations. These simultaneous event. conflict and
must be isolated from each other. These events are frequently isolated and controlled
on earth; however, they present a unique and challenging problem when attempted

in the space environment.

Working in space presents problems that are not normally encountered-in man’s
own environment. Particular problems the space environment presents to the de-
signer are reduced thermal dissipation and low gravity. Without the Earth’s atmo-
sphere, heat convection is.impossible and the only method of heat transfer to the
environment is radiation. The lack of environmental heat convection presents-unique
problems because extre.ne operating temperatures impact the design process. Low
gravity causes-multiple problems. Gravity-helps provide a-natural damping-effect for
vibrations by causing additional friction within the system itself. Another gravity
related problem is the cost of lifting a mass-out of Earth’s atmosphere. The cost

per pound for thelaunch of a satellite requires that the systembe designed with the
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minimum amount of weight possible. This results in flexible structures that increase

‘the vibration and vibt tional control problems.

Current design techniques involve developing mathematical models of all sub-
systems to determine a performance level prior to actual production of the system.
Normally these models are created separately and the interaction between the sub-
systems is not known completely as the design proceeds. Only when the system is

finally built can the interactions between the subsystems be accurately defined.

1.2 PROBLEM STATEMENT

A method is needed to simultaneously integrate several engineering disciplines
into- one complete model to determine the performance of the s stem as a whole
during the design development. System engineering methodologies are particularly
suited to this problem and bond graph theory appears to be the logical modeling
approach. These methods provide a structured approach to problem formulation
and system parameter identification. Identification of the significant system param-
eters is necessary if an accurate, complete, model of the system as a whole is to be
achieved. The intent of this research is to demonstrate the use of systems engineer-
ing methods and bond graph theory to systematically model a large flexible space

structure involving several engineering disciplines.

An underlying problem is that no software tool exists that allows simultaneous
consideration of all the engineering disciplines involved in complex systems. Current
software tools can be used to develop in-depth computer models of at most, two
disciplines simultaneously. This is important during the latter stages of a design but

presents problems during the project planning design phase.

The project planning design phase is used to determine the major interactions
between different subsystems. The design engineer has difficulty determining im-
portant design variables at the lower design levels because of the numerous design

variables present. In order to (ffect a sound design from the onset, a higher level
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design tool is necessary to determine the major design variables present in the sys-
tem. Thus the design engineer can base major design choices on the performance

measures of the system utilizing the predominant design variables.

1.3 SUMMARY OF CURRENT KNOWLEDGE

There are many computer software packages available for engineering simula-
tions, but there is no single software analysis package which combines several engi-
neering disciplines into one system. The Jet Propulsion Laboratory (JPL) has devel-
oped an integrated control/structures/optics modeling method (Redding, D., 1989)
and includes a software tool to aid in the analysis. This package is currently being

used to design and analyze optical spacecraft-(Briggs and others, No Date).

The Weapons Lab, located at Kirtland AFB, is presently developing an In-
tegrated Structural Modeling (ISM) software package which will integrate multiple
engineering software tools (AFWL, 1985). ISM will integrate mechanical structures,
optics, controls, thermodynamics, and multibody dynamics. ISM will support gen-
eral SDI simulation requirements as well as provide the capability to evaluate and
analyze other complex structural systems. The Weapons Lab (WL/ARCB) also

serves as the sponsor of the research described herein.

Stuctural analysis software tools are useful in both complex linear and nonlin-
ear static and dynamic problems. Aeroelasticity, heat transfer and fluids analyses
are additional capabilities of some of these tools; however, it is often impossible to
directly link two or more of these capabilities into a single simulation. Furthermo.e,
structural and optical simulation packages are always custom-made software devel-
oped by -the users. As such, they have no generic interface with the commercial
engineering -community. The structural analysis in this research is mostly of a dy-
namic nature. Dynamic structural analysis-is typically not interactive, but batch.
In other words, the dynamic input to a system is predetermined and is not affected

by the response of the structure. In a controlled structure, the controlled, dynamic
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input is often a direct result of the structure’s response or orientation. A structural
analysis tool is needed which accepts a dynamic input from the output of another

concurrently running simulation.

The automatic controls discipline plays a major part in many applications
and has a large role on space platforms. Attitude control of space structures may
be achieved in a variety of ways. One of the-more popular methods for fine motion
control is the use of momentum wheels. Many techniques are available for developing
the dynamics models of structures (Martin, J., 1987). However, these techniques do
not significantly address other engineering disciplines that may have an impact on the
system dynamics. Therefore, the development of a precise control syster involves

methodical switching between dynamics models which can be time consuming and

costly (AFWL, 1985).

Optical modeling involves formulating ray trace techniques to determine how
the optics system will perform. The problem with this approach is the inability to
interface the optics model with-other models efficiently. Ray trace algorithms can be
computationally inefficient and are cumbersome when trying to interject information
from other systems. An efficient ray trace algorithm has been developed by JPL
(Redding, D., 1989) that lessens the computation time. But a simple method to
utilize the ray trace techniques within a simulation model is still lacking. Thus it is
difficult to determine the effect structural displacements or control algorithm errors

will have on the optics system.

The software packages in use today are generally useful for in-depth modeling
of specific systems. Although these packages do have certain limitations, they are
useful when dynamic interactions between neighboring systems are well known and
can be accurately predicted. However, during project planning phases when par-
ticular subsystems are not accurately defined, dynamic interrelations are not well
known, and particular performance parameters-have not been set, using these soft-

ware packages is cumbersome. 'Che project planning phase requires a method to
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quickly evaluate different design options based on performance and dynamic inter-
actions. The ability to perform this function is severely lacking and requires rew
methods for accomplishing the goals of the project planning design phase, identifying

the major design parameters of the system.

1.4 SCOPE

The research was carried out in different steps in order to accomplish the overall
goals. Systems engineering techniques were used to simultaneously analyze all the
major engineering disciplines involved. Computer models of the system, using bond
graphs and traditional modeling techniques, were developed for analysis. The design
process was completed through the initial design phase only. When completed, these

models served as-the demonstration of the integration method.

The key issues in the design and analysis of the space system were the deter-

‘mination of the major engineering disciplines involved, the identification of critical

system parameters, the identification of parameter interactions, and the determina-
tion of system performance. The project was limited to the determination of these
key issues. A limited optimization of the design was conducted, as the primary pur-
pose was a demonstration of the tools and techniques and not to design a satellite

for NASA.

1.5 APPROACH/METHODOLOGY

Bond graphs were utilized to the largest extent possible to model the system.

Bond graphs are unique in that they are only concerned with power flow within a

system, a property-inherent to all engineering disciplines. Because bond graphs have
not been utilized on systems as complex as a space structure, traditional engineering
techniques will also be used to verify results. The research was conducted in three

steps.

1-5
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Step 1 involved the initial system characterization. In this step an appropriate
space system was selected for design. The system specifications weve selected based
on discipline interaction and complexity under the assumption that the system was

not intended to have a real world application.

Step 2 involved system design and analysis using system engineering tech-
niques. This step represents the project planning phase of Hall’s morphology box
(Hall, A., 1969) and also represents the largest portion of the research. Within this
step the techniques of bond graphs were applied in an attempt to create top level
models of the system chosen in step 1. The major disciplines and significant sys-
tem elements to be modeled were chosen during thic phase. Interaction between
the different disciplines was defined and the significant system parameters identified.

Finally, a limited optimization of the system was conducted.

Step 3 provided a comparison/contrast of the techniques used in the methods
being researched here and those of traditional methods. Tlis serves as the results of

this research and is intended to point out the advantages and disadvantages of each.

The research results presented here are arranged such that distinctions be-
tween the different steps is recognizable. In addition, five logic steps of the systems

engineering process can also be recognized in step 2.
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II. SYSTEM CHARACTERIZATION

In order to accomplish the goals of this research, a system was defined upon
which the modeling methods could be applied. The reader is cautioned to remember
the objective of this research: demonstration of multidisciplinary modeling tech-
niques. The resulting system design is used only as a vehicle to demonstrate the

techniques.

The system chosen was based upon the desires of the sponsor (WL/ARCB),
the relative complexity of the system, and the different disciplines involved. These
engineering disciplines were selected to relate to the design problems specifically
encountered by the Weapons Lab. In recent years, the Weapons Lab has performed
considerable research on SDI and the-design of related satellites. Thus, a satellite
system was selected. The team concentrated on engineering specialties dealing with

flexible structural dynamics, controls, and optical design.

A search for a specific satell: . design problem began. A satellite concerned
with some aspect of national defense was desirable. The destructive satellites fre-
quently associated with SDI are far too complex to consider: satellites which detect
and report ‘targets,” or ICBMs, were considered instead. They are essentially re-
connaissance satellites, with the additional capability of continuously changing their
attitude to center attention on a moving target. The scenario in which this satellite

is used was developed:

¢ A minimum line of sight error

o- It must be carried into orbit by the space shuttle

o It must be able to detect a missile plume

o It must be able to track the trajectory of an ICBM

o It is in-orbit over a suspect land mass.

2-1




o It uses its attitude controllers to center its line-of-sight (LOS) on the missile.

e It transmits the collected data to earth as it tracks the target.

Because of the unique nature of this research, the selection of initial design
was not based on creating a highly efficient tracking satellite. Instead, emphasis was
placed on selecting systems that were easily visualized and could be simply evaluated.
The intent was to select a system, provide performance objectives on which to-base

decisions, and develop the system for analysis.
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III. SYSTEM DESIGN AND ANALYSIS

In applying system engineering techniques to-design and analyze the system,
five logic steps of the Hall’s activity matrix (Hall, A., 1969)-were carried out for the

project planning phase. The five logic steps are:

1. Problem definition

2. Value system design

3. System synthesis

4. System analysis and modeling

5. Optimization

3.1 PROBLEM DEFINITION

The problem definition setup is-aimed-at-developing-a thorough understanding
of the problem. The main activities of thisstep were the identification of the system

needs, constraints, and alterables and then identification of thier interactions.

The system needs, constraints, and alterables were developed based on the
system characterization in step 1. They address-the overall system characteristics or

requirements and were constant throughout the research.

The system needs are those characteristics required or desired of the system.
They are a restatement of the system or design.requirements. The system constraints
identify bounds on how the needs may be satisfied. They are used to qualify alterna-
tive solutions or designs as feasible or non feasible; they place limits on the design.
The system alterables define the scope -of the system and design options. Table
3.1 shows the system needs, constraints, and alterables that were developed. Inter-
actions between the system needs, constraints, and alterables are shown in Figure

3..
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Table 3.1. System needs, constraints, and alterables

Needs SN 1. | Clear image of missile on the detector plate

1SN 2. | Acquire the missile

SN 3. | Track the missile

| SN 4. | Be designed with minimum mass

Constraints | SC 1. | Zero de: :e inclination-orbit

SC 2. | Circular orbit

|1 SC 3. | Missile trajectory must be accessible for viewing
SC 4. | Missile flight is that of an ICBM launched from the USSR
SC 5. | Optical system is a cassegrainian telescope

SC 6. | Initial position of system in inertial space is known
1 SC 7. | Maximum weight-of the system is 52,000 pounds
SC 8. | Maximum size is confined to a cylinder with rauwus
15 feet and length of 60 feet

Alterables | SA 1. | Radius of the orbit

1 SA 2. | Structural configuration of the system

| SA 3. | Controller

"SA 4. | Size of optics system

3.2 VALUE SYSTEM

In applying system engineering methods, a critical step in the problemsolving
procedure-is-the development of a value system. A value system is defined as the set
of objectivesto be met in resolving the problem and a set of performance measures
on the objectives by which to determine their-attainment (Hill and Warfield, 1972).
The objectives-are developed based on the needs, constraints, and alterables defined

in the problem definition step.

3.2.1 Objectives The primary objective of this research is to design and
model a large flexible space structure involving several engineering disciplines. To
support this,-a-secondary objective was selected: Design an intercontinental ballistic

missile {ICBM? imaging satellite. Based on this objective and the set of system
N ] J Y

needs listed-ir. Table 3.1, the following subobjectives were established:

1. Minimize mass
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Deslgn and model a large flexible
space structure lnvotv1ng several

engineering disciplines

Deslgn an intercontinental ballistic
missile ( ICBM) imaging satellite

Minimize mass Maximize image
quality
[ 5 T -
Minimize tracking Minimize Maximize power
error blurr1ng to detector plate

Figure 3.2. ‘Objective tree

2. Maximize image quality
3. Minimize blurring
4. Maximize power to detector plate

5. M‘nimize tracking error

The subobjectives were selected to differentiate among the design alternatives
since the two top objectives are not easily quantifiable. The top level objectives
along with their subordinate subobjectives are arranged in a hierarchical tree as
shown in I'igure 3.2. Interactions between the subobjectives and the system needs,
constraints, and alterables are shown in Figure 3.1. Each of the five subobjectives

will be explained separately.

Minimize Mass Due to the extreme cost of placing systems in orb! , minimizing
mass is an objective for every space system. The maximum system mass is
constrained by the capacity of the space shuttle, The total mass of the system

can be used to directly measure-this-objective.
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Maximize Image Quality In designing an imaging satellite, a primary objective is

to maximize the image quality. Although it is possible to measure this ob-
jective directly, from a design standpoint, it is more effective to evaluate the
three subordinate objectives - minimize tracking error, minimize blurring, and

maximize power to the detector plate.

Minimize Tracking Error Tracking error (line- of-sight error) is the angle between

the optical axis orientation and that of the vector from the primary mirror to
the missile. Tracking error relates directly to the ability of the control system
to track the missile. It alsc effects image quality. As the missile moves off
the optical axis, off-axis aberration increases and image quality decreases. The
tracking error can be measured directly on the detector plate as the distance

between the image center and the center of the detector plate.

Minimize Blurring Blurring of the image on the detec.or plate at a given instant

in time is the result of two phenomenon - defocus and optical aberrations.
Defocusing is a factor because the optical model was designed with a fixed
focus. As a.consequence, the missile image will be out of focus if the missileis at
a distance other than that for which the system is focused. Optical aberrations
are a cause of blurring in every optical system. These aberrations are explained
in detail in the optics model section. The main consideration is that as the
missile moves off-axis, the effect of optical aberrations increase. Thus, blurring
and tracking error are highly correlated. Blurring of the image on the detector
‘plate over time is‘the result of the above mentioned phenomenon plus a change
in the tracking error. "lLe tracking error changes over time due to missile
movement, controller commands, and vibrations. Blurring can be measured in
the model as the variance over time of the individual ray traces on the image
plate. The term variance often implies a statistical randomness associated
with collected data. Such is not the case in the simulation, for all of the trace

outputs are completely deterministic. However, since the detector image is in
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the form of scattered points, each group is defined as having a spatial mean

and variance.

Maximize Power to the Detector Plate The objective to maximize the light inten-
sity from the missile that is received by the system is based on the assumption

that the more light received, the better the image: The light striking the pri-

mary mirror can be measured based on the initial intensity of the source, the
distance from the source to the system, and the area subtended by the primary
mirror. Not all the light striking the primary mirror is guaranteed to reach the 1
detector plate. In the optical ray tracing model, some of the rays may miss :
the secondary mirror, not pass through the primary mirror hole, miss the lens, !
or miss the detector plate. The number of rays reaching the detector plate is :
measured in the optical model. Therefore, the percentage of light transmitted

from the primary mirror to the detector plate can be determined.

3.2.2 Performance Measures The final component-of the value system is the

performance measures. A performance measure is used to determine how well an

bl i il

objective has been satisfied and must be meaningful and measurable. The only
objectives requiring performance measures are those-at the lower level. This is due
to the fact that objectives are broken down into subobjectives to reach a level of

detail where the objective is measurable. The performance measures selected are:

1. System mass
2. Optical system mean tracking error
3. Inverse of the-light intensity upon the detector

4. Light intensity at the detector divided by the variance

Interactions between the subobjectives and the performance measures are shown in

Figure 3.3.
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Figure 3.4. Power vs. variance illustration.

The only performance measures not yet discussed is the optical system light
intensity at the detector divided by the variance. In communication theory a fre-
quently used measurement is the ‘signal-to-noise ratio.” The optical simulation de-
veloped can combine the light intensity and the image spatial variance into a similar
measurement, the “intensity-to-variance ratio” (IVR). The concept behind the IVR

is illustrated by Figure 3.4.

Both Figures 3.4 @ and 3.4 b show hypothetical detector images. However, the first
image is a tighter image than that of the second. If the intensity measurement for
both were the same, then the variance of Figure 3.4 ¢ would best satisfy the top
objective. But if the intensity measurement of Figure 3.4 b were significantly greater
than that of Figure 3.4 a, then seleqting the best image to satisfy both subobjectives
of objective one would be difficult. A solution to this problem is the IVR.

3.3 SYSTEM SYNTHESIS

The system synthesis step is aimed at concepti-alizing potential designs which
allow att i»ment of the objectives. The product of this step is a series of activities

which-form a plan for evaluating the designs with respect Lo attaining the vbjectives.

Because of the nature of this research, only one design was selected. The design

was based on the system characterization of step 1 and the system needs, constraints,
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and:alterables identified during problem definition. The following activities were then

generated:

1. Determine interactions between subsystems
2. Develop and- verify subsystem models
3. Integrate subsystem models

4. Optimize the design

The subsystems were identified in the system characterizationstep as controls, struc-

tures, and optics.

At this point, the problem definition was reevaluated. The problem definition

step was now aimed-at identification of design level needs, constraints, and alterables.

The design level needs, constraints, and-alterables define specific characteristics
or parameters of each subsystem. They were developed based on extending the
system needs, constraints, and alterables-down to the-subsystem design level. The
design level needs, constraints, and alterables were not constant throughout the

research, They evolved as-the design-evolved.

The design level needs are specific characteristics or .parameters required for
use within-the system models. The needs of one model must be obtained:as-an.input
from -outside the system or generated by another model. The design level neéds-

identified for the subsystem models-are'l,isted—iin Table 3.2.

The design level constraints are specific limits placed on each model. The

design level constraints-are listed-in Table 3.3.

The design:level alterables are the parameters within-each model which-can be
improved, changed-or-deleted as the design-evolves. The-design level alterables are

listed in Table 3.4.

Interactions between the design level needs, constraints, and alterables are

shown. in Figure 3.5.
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Table 3.2. Design level needs

{ MODEL | ID No. | NEED

‘Controls | DN 1
DN 2
DN 3
DN 4

Azimuth and elevation of structure

Missile representation on detector plate

Inertia information about principle axes

Orientation of momentum wheels
-WRT principle axes

DN 6
DN 7
DN 8
DN 9

Structures | DN 5.

DN 10 | Momentum wheel masses (3)
DN 11 | Momentum wheel inertia tensors (3)

Distance between primary mirror and detector |
Primary mirror diameter
Detector plate diameter
Optical system mass

Optical system inertia tensor

| Optics DN 12 | Free-line of sight
' DN 13 | Coordinates of the missile in mirror frame

Table 3.3. Design level constraints

-MODEL | ID No. | CONSTRAINTS ,
Controls | DC1 | Momentum wheels are primary controllers
- DC 2 | Fixed momentum wheel density
Structure | DC 3 | Tetrahedron structure
: DC 4 [ Solid circular cross-sectional beams
DC 5 | Aluminum or graphite-composite beams
DC 6 | Welded beam joints
DC 7 | Welded optical system/structure joints
DC 8 | Structure contains the primary mirror and detector
DC 9 | Side beams are of same length
DC 10 | All-beams are of same material
. DC 11 | All-beams are of same cross-sectional size
“Optics DC 12 | Optical structure is rigid =
DC 13 | Honeycomb mirror structure
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Table 3.4. Design level alterables

MODEL | ID No. | ALTERABLES
Controls | DA 1 | Mass of controllers
DA 2 | Modes to be controlled
DA 3 | Settling time
DA 4 | Overshoot
DA 5 | Algorithm
Structure | DA 6 | Beam-inaterials
DA 7 | Side beam length
DA 8 | Beam diameter
DAY | Modal damping coefficient
~ 1 DA 10 | Controller placements ]
Opticss | DA 11 | Focal length of primary mirror
DA 12 | Focal length of secondary mirror
DA 13 | Focal length of lens
DA 14 | Eccentricity of secondary mirror
DA 15 | Diameter of primary mirror
DA 16 | Diameter of secondary mirror
DA 17 | Diameter of lens
DA 18 | Diameter of detector plate
DA 19 | Hole diameter in primary mirror
DA 20 | Detector resolution
DA 21 | Distance between primary and secondary mirrors
DA 22 | Distance between secondary mirror and lens
Distance between lens and detector plate

DA 23
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Interactions between the subobjectives and the design level needs, constraints, and

alterables are shown in Figure 3.6.

3.4 SYSTEM ANALYSIS AND MODELLING

In order to accomplish the goals of this research, computer models of the system
being designed had to be constructed. The models can be broken down into six basic
groups: missile dynamics, orbital dynamics, controls, structural vibrations, optics,
and rigid body rotations. These models were originally developed using either bond
graphs or other techniques that were then converted to bond graphs. The optics
model, however, was developed completely as a FORTRAN subroutine. Each model
was specifically developed to provide the input and output parameters necessary to

integrate with the rest of the system.

The missile flight dynamics model is based upon predicted flight characteristics
of an ICBM. The model provides flight information on the missile with respect to
a reference frame attached to the center of the earth. The orbital dynamics model
shows the orbit characteristics of the satellite and is used in conjunction with the
missile model to provide position information of the missile with respect to the

system.

The control model is a closed loop system that uses the actual plant repre-
senting the structure. The control system receives commanded position information
from the controlling computer and is based either on optical information or targeting
information from ancther system. In either case, the control system utilizes curreat
position information from an onboard Inertial Navigation Unit (INU). The INU is
simulated in the model as a FORTRAN program that uses information already avail-
able elsewhere in the model to calculate current position with respect to an inertial

frame.

The structural vibrations model takes information derived from a NASTRAN

analysis of the structure and implements it in bond graphs. The bond graph repre-
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sentati~n takes force inputs to the system, modifies them through a series of trans-
forinations and gives vibrational motions at the points of interest. For this system,

the points of interest are at the mirror attachment points on the structure.

The optics model is a FORTRAN subroutine utilizing exact ray trace methods
to calculate a target position on the optical image plate. This model receives as
input a vector telling the optics the exact position of the missile with respect to
the primary mirror. The exact ray trace technique also shows aberrations in the
image due to off-axis positions and natural optical component phenomenon. Since
the missile typically shows up on the image plate with some degree of aberration,
the position of the missile on the image plate is output as a mean value of the

distribution and the variance (or blurriness) of the image.

8.4.1 Missile Dynamics The missile dynamics model is used to provide in-
puts to the system model during performance evaluation. The model simulates the
launch of a two stage Titan III missile from Kansk, USSR. The trajectory is that of
an ICBM with a target destination of Dayton, OH. The simulation starts at launch

and ends at second stage burnout.

3.4.1.1 Physics The missile model is based on the principle of two body
dynamics. The model was developed under the assumption that only two forces act
on the missile: gravity and thrust. An in-depth derivation of the missile dynamics
can be found in Appendix A. Because the mass of the missile is not constant, it is

more convenient to model accelerations. The missile acceleration due to gravity is:

GM _ p.
Ag = ——2— = ‘}?2' (3.1)

where,
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M = Mass of earth

G = Gravitational constant
e = GM
R = Distance of satellite from center of earth

The acceleration due to thrust is:

_ THRUST
= TOTALy - MFE-TIMEs

Ar (3.2)

‘where,

THRUST = Missile thrust
TOT ALy = Total mass of the missile

MFR = Mass flow rate of the stage i
TIMEs = Time of stage burn

The missile acceleration is then modeled in three dimensions as:

o _ —heRx THRUST Vx 53)
X="R T TOTALy- MFR-TIMEs V '
. —p.Ry THRUST Vo
W =" T TOTALy- MFE-TIMEs V (3:4) ’
.= V.

Uy = peRz THRUST Z (3.5)

R® ' TOTALy— MFR-TIMEs V

The parameters Ry, Ry, and Rz are the X, Y, and Z position of the missile
relative to the earth’s center in earth frame coordinates. Vx, Vi, and Vz are the

missile velocities in the X, Y, and Z earth frame coordinates.

3.4.1.2 Interface The interface between the missile dynamics model

and the system model is minimal. The missile dynamics model passes three pa-
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Figure 3.7. Missile dynamics bond graph

rameters to the system model. The parameters are the X, Y, and Z position of
the missile relative to the earth’s center in earth frame coordinates. There are no

parameters passed from the other system models to the missile model.

3.4.1.8 Missile Bond Graph Description The bond graph of the missile
dynamics is shown in Figure 3.7 (signal bonds for the modulated transformers are
not shown). The missile is modeled as a unit mass, in three dimensions, driven by
two acceleration sources. Source SETT is acceleration due to thrust and SEGT is ac-
celeration due to gravity. Both SETT and SEGT change throughout the simulation.
SETT is a function of both the stage parameters and the total mass of the missile.
The total mass of the missile changes throughout the simulation due to propellant
loss and stage separation. SEGT is a function of the distance of the missile from the

center of the earth.

Normally, bond graphs model sources as force sources and thus model power

flow within the system. Because the mass of the missile changes over time, it was
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not possible to model power flow with the bond graph software used. Also, because
there is no power flow between the missile dynamics model and the other system
models, it was necessary to model only the missile kinematics. By using acceleration
sources as apposed to force sources, the missile dynamics model is truly a missile

kinematics model.

The acceleration of the missile due to thrust is modeled as the dependent source

SETT where:

THRUST
ST = T ALy ~ MFR-TIMBs (36)

The acceleration due to gravity is modeled as the dependent source SEGT

where:
SEGT = ¥« 3
7=k (3.7)
and,
R=\/P12‘XE+P72‘YE+P'.?‘ZE (3.8)

Modulated transformers MTF1, MTF2 and MTF3 are functions of velocity

ana are modeled as:

V;
€3 = ey % (3.9)
€g = €7 % (310)
V;
e13 = ez —;—Z' (3.11)
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where,

Modulated transformers MTF4, MTF5 and MTF6 are functions of position

and are modeled as:

€5 = €p R (3.13)
Pry

€10 =€y * I};E (3.14)
P

€15 = €16° —I-‘R?E (3.15)

Vrx, Vry, and Vrz are the missile velocities in the X, Y, and Z earth frame
coordinates. The velocities are passed, using signal bonds, to blocks CTX, CTY and
CTZ which are block diagram integiators The signals Prxg, Pryg, and Przg are

the desired X, Y, and Z position of the missile in earth frame coordinates.

The trajectory of the missile is determined by the initial position and initial
velocity. The initial position is established by the initial condition of the three
integrators. The initial velocity is established by the initial velocity (momentum)

given to the masses Ipy7x, ImTY, and ImT2.

The initial condit: ms were adjusted until the desired trajectory and veloci-
ties were obtained. This desired (standard) trajectory was used during all future

simulations.

3.4.2 System Orbital Dynamics The orbital dynamics model is used to pro-

vide the position of the satellite in inertial space. The model is flexible enough to
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simulate both geosynchronous and non-geosynchronous orbits. The orbit is deter-

mined by the initial conditions given to the model.

3.4.2.1 Physics The orbital model is based on the principle of two body
orbita! dynamics. The model was developed under the assumption that the only force

acting on the satellite is gravity. The force due to gravity is:

_GMm _ p.m

F B R

(3.16)

where, M, G, pe, R are as previously defined, and m is the mass of the satellite.

3.4.2.2 Interface The orbital dynamics model passes three parameters
to the rest of the system. The parameters are the X, Y and Z position of the satellite
relative to the center of the earth expressed in inertial coordinates. There are no

parameters passed from the other system models to the orbital dynamics model.

3.4.2.3 Orbital Dynamics Bond Graph The bond graph of the orbital
dynamics is shown in Figure 3.8 (signal bonds to the modulated transformers are
not shown). The satellite is modeled in three dimensions with a single effort source.

The source SEGS models gravity as:

Hel
SEGS = 7 (3.17)
where,
R=1\/Piy + Pl + P, (3.18)

Modulated transformers MTF7, MTF8 and MTF9 are functions of position

and are modeled as:
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€2 = €19 5;—\’ (3.19)
P

€24 = €20 ° —I%Y— (3.20)
P

€27 = €21 ° %Z" (3.21)

Vsx, Vsy, and Vsz are the X, Y, and Z velocity components of the satellite
in inertial coordinates. The velocities are passed, using signal bonds, to blocks ISX,
ISY and ISZ which are integrators. The signals Psx, Psy, and Psz are the desired
X, Y, and Z position components of the satellite in inertial coordinates.The orbit is
determined based on the initial conditions given to the model which must be specified
for position (initial condition of the integrators) and the initial momentum of the

masses.
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3.4.3 Controls The satellite attitude was designed to be changeable with
the motion created by a controlling algorithm utilizing desired position information.
Momentum wheels provide the torque input to the system to cause rotation in a

desired direction. The desired position information can come in three different forms.

The first form is a desired zero position, the position the satellite takes when
no target information is available. The second form is target position as provided by
another system. This information is passed to the system from a separate system that
has detected launch and is handing off the tracking responsibilities. The third form
is the optica! position information. This is the position of the target as measured by

the on board optics system.

The optical position information is the most crucial to the systems success.
This is the only mode by which the satellite can provide any useful information to-
personnel on the ground or other tracking systems. As will be seen later, control via

the optical information provides unique problems with nontrivial solutions.

2.4.3.1 Bond Graph The basic bond graph of a single momentum wheel
is shown in Figure 3.9. A momentum wheel uses a high rotational momentum wheel
mounted on a bearing and axle which is rigidly attached to the structure. A torque
motor mounted on the axle provides a torque input to the wheel which in turn reacts
and the input torque is then reflected into the structure thus causing an induced
motion. In other words, the structure acts as the base from which the torque motor
uses to push against to turn the momentum wheel. The associated bond graph
shows a torque loss due to damping between the wheel and the structure (R) and:

even distributions of the net torque on the structure inertia (JS) and the wheel

inertia (JW). As the bond graph indicates, the induced velocities in the wheel and

the structure are in opposite directions.

As shown, the bond graph represents a two state system with the inertial

momentums of the wheel and structure being the state variables. The bond graph
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Figure 3.9. Momentum wheel bond graph
provides a simple m:thod for representing the physical dynamics of the momentum
wheel structure.

Although the equations for this system could certainly have been determined

using other techniques, bond graphs utilize energy transfer relationships to determine

the dynamical equations of the system. This is similar to Newton-Euler formulations
but provides a graphical technique for showing the energy relationships within the
system. This graphical representation can provide unique insights into a system
and shows exactly how different systems interface together and energy is transferred

between them.

After performing algebraic manipulation. on the bond graph system equations
(as shown in Appendix D) the state equation matrices were formed. Applying
algebraic manipulations, the resuiting trausfer function from the torque input to the

induced structure rotational velocity is represented by:

1

Juwls
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Figure 3.10. Attitude controller block diagram

This represents an inherently unstable system that must be controlled through

feedback loops and compensators to provide desired time response characteristics.

Further investigation of the physical system reveals the damping factor, R, is
considered to be so small as to be negligible. Since R is the coefficient of friction of
the bearing between the momentum wheel and the structure, the assumption that
the value of R is very small should be valid. As such, the pole in the right half
plane of equation 3.22 is nearly at the origin. To simplify the model and reduce
the number of states, the damping is considered to be zero. The transfer function is
then reduced to a simple integrator with the inverse of the structure inertia as the

gain component:

1
A f
GTF =% (3.23)

The intent of the design was to provide a control system that produces the
desired platform rotation in a minimum of time without creating excessive vibrations
in the structure. Therefore, the design was based on developing a compensator to
give a particular overshoot and a particular settling time. The attitude control
system block diagram is shown in Figure 3.10. This figure shows the compensator
G2 and the plant of Equation 3.23. Different settling times were investigated during

the optimization portion of the research while keeping the overshoot the same.

The compensator design is based on root locus techniques. As seen in Equa-
1

tion 3.23, the open loop transfer function of the plant essentially has two poles at

3-24




the origin when an integrator is added. The integrator is used to provide position
information instead of velocity. The desired roots were found by choosing a desired
overshoot and a desired settling time. Given the magnitude of the system response
the first time it overshoots the final value is M, the system parameters that result

in this value are:

~(r
Vi-0f

Solving for { gives the desired damping ratio of the final closed loop system

M,=1+exp (3.24)

based on a simple second order response. With ¢ known and given a desired settling

time, the desired natural frequency of the second order response may be found via:

4

= 25
T, T (3.25)
The desired roots of the characteristic equation are then given by:
0 = wy( (3.26)

wg = wpy/1 = (? (3.27)

where,
wg = desired root imaginary part
o = desired root real part

The final trick in this derivation is to select compensator poles and zeros to give
the desired effect. In reality, there are an infinite number of choices that will yield
the desired roots. However, the objective is to select roots that not only yield the
desired closed loop roots but also make the other roots of the characteristic equation
non-dominant. A root is considered non- dominant if the real part of the root is
at least six times to the left of the real part of the dominant root. If not all roots,

excluding the desired roois, are non-dominant, a simple second order response is not
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achieved. It is then up to the design engineer to either move the compensator roots

or decide if the resulting time response characteristics are satisfactory.

3.4.8.2 Interface with Structure As seen in Equation 3.23, the basic
plant gain is highly dependent on the value of the structure rotational inertia. The
basic control design dictates control of motion about each of the three principle axes.
Unfortunately, the nominal plant depicted in Equation 3.23 is not constant. This is
due to the cross coupling terms involved in Euler’s equations for rotating rigid bodies
(Likins, P., 1973). However, since the rotation about any given axis is considered to
be small, the cross coupling terms are also small and the nominal plant is chosen
to represent the system being controlled. Therefore, the design of the basic control

system requires the value of the rotational inertia a priori.

In interfacing with tne structurc, the control system applies a control torque
to the structure at specified locations. This torque is applied directly to one of
the principle rotational inertia nodes. However, the control input will also induce
vibrations into the system. Therefore, the interface between the controls system and
the structure must also contain a path to feed torque information to the structural
vibrations portion of the system bond graph. This is accomplished by pulling a
velocity signal off of the controls input node and feeding that signal to the structural
vibrations transformation section. Thus, the control system provides the torque
inputs to the structure to control the structures orientation and also provides the
necessary information to simulate the vibrations that should be seen in the structure

as a result of the torque input.

3.4.8.3 Results The control system was first tested separately on a sim-
plified system to ensure the system performed as expected. The simple system per-
formed very well and was then integrated into the structure. The control system
became unstable when integrated with the entire structural model as a result of

induced vibrations in the structure.
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As mentioned, the control system design was based on a nominal plant. This

plant does not reflect any of the vibrations expected in the structure. Because the

optical system is directly coupled to the structure, the optical system ‘sees’ all the
vibrations in the structure with only structural damping available to remove the
vibrations. With each vibration, the control system reacts. As the control system
reacts, the vibrations in the structure increase to the point the system becomes
unstable. This is a well documented problem that does not necessarily have a sim-
ple solution (Millar, R.A., 1977). For low flexible mode frequencies, the controller

interacts unfavourably with the flexible structure and system stability is lost.

The first attempt at relieving the problem was to put a prefilter on the com-
pensator of the control system to eliminate the vibrations. This had limited success.
The filter was able to slow down the process but was unable to completely remove
the vibrational information from the coutrcl system. Eventually, the system became

unstable again.

The solution, for this research, was to eliminate the vibrations from the control
systein by controlling the system based on rigid body motion only, effectively elimi-
nating the optical system from the control system feedback loop. This is comparable
to receiving tracking data from another system and then utilize inertial navigation
unit information to point in the desired direction. Documented solutions to this
problem reflect a similar approach whereby gross motion control is utilized until rea-
sonable pointing accuracy is achieved. The vibrations are damped out and then a
sliding mode control algorithm is utilized, along with prefilters, to provide the fine
motion control (Millar, R.A., 1977). This problem is in an area of active research,
but the objective of the research presented here was to demonstrate a technique, not

to solve the vibrations problem.

The final problem to be resolved was limiting the steady state error in the
control system. As the missile moves through the sky, the missile is accelerating.

In order for a tracking controiier o track an accelerating target, the system type
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Figure 3.11. CSDL model 1.

must be at least 3 as a type 3 system will track a parabolic (i.e. acceleration) input
with zero steady state errct. A system of type 2 will track a parabolic with a finite
steady state error. The system type is inherently type 1 for the control system just
described. Therefore, the compensator was modified to increase the system type by
adding integral control action. The tesulting compensator was a second order over
second order. Although the resulting system was not a type 3, this was the best

design possible because of software limitations.
3.4.4 Structural Vibrations

3.4.4.1 Structure Description The basic physical structure was derived
from a tetrahedron structure best known as the Charles Stark Draper Laboratory
design #1 (CSDL #1) (ACOSS III, 1980). It consists of six truss elements, all of
equal length, arranged in a tetrahedral arrangement. As seen in Figure 3.11, six
short support legs are used to input loads through the bottom vertices. When the
term ‘truss’ is used in structural engineering, it establishes the assumption that
members support only uniaxial loads and are therefore pinned at their supported
ends. This truss assumption became dissallowed as the space system became more

defined.
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The bare system outline consists of an optical imaging subsystem, a momentum-
wheel attitude control subsystem, and a structural subsystem by which the con-
trollers transmit the controlling forces to the optics. The system model is shown
in Figure 3.12. In order to gain the maximum rotational interaction between the
controllers and the optical subsystem, the connections between the structure and
the optical system are considered ‘welded.” In other words, the translational and
rotational degrees of freedom (DOF) between the structural attachment points and
the points of attachment on the optical system are considered as the same. Welded
joints imply that bending loads are possible in the structure. With bending loads,
a truss structure is no longer possible, and a frame structure is established instead.
The frame elements are referred to as beams. The beam end joints attach as welded

joints also; this restriction further reduces the DOF of the entire system.

A beam element under a dynamic load exhibits two motions: rigid body and
vibrational motion. These motions need to be modeled and input to the optical
and control subsystems in an efficient manner during the simulation. The most
prevalent manner by which to model this situtation is by finite element analysis
(FEA). However, there are several difficulties involved with implementing FEA in
the system simulation. Modal analysis is the primary method which is used to
perform the vibrations solutions in FEA. Modal analysis is also readily incorporated
into bond graphs; bond graphs require far fewer state variables than FEA as well.
Bond graphs allow the integration of the structural vibrations model directly into

the optical ray trace and controls models. This integration is detailed in section

3.4.3.

The optical and control subsystems have mass and inertia; therefore, they have
a direct impact on the motion of the physical system. These subsystems are con-
sidered to be much stiffer than the supporting frame subsystem. As a consequence,
the optical and control subsystems are modeled as rigid bodies. The individual

optical components also have rigid connections between them. This assumption is
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established only for the first iteration of the system’s design phase. The optical
interconnections can be flexible in future iterations. When such an assumption is
made, then these additional flexible beams can be immediately incorporated into the
modal analysis. The last two major assumptions of the system physical structure are
the placement of the optical and controller subsystems relative to the overall frame
structure. The optical subsystem is attached at three equidistant points on the rim
of the primary mirror. These points are welded to three different beams emanating

from the system apex.

These points are never varied; the lengths of these aforementioned beams are
five meters. The momentum wheels are fixed at the midspan of the remaining beams.
These beams upon which the momentum wheels are fixed will be referred to as
‘bottom beams’ hereafter. The other three beams are referred to as ‘side beams.” A
last general observation of the system is that the frame structure is defined by the
primary mirror diameter and the side beam lengths. Simple geometry proves that
the structure is therefore no lon~-r a completely symmetric tetrahedron, the side

beams being longer than the bottom beams.

The above system description hints at the large number of alterables in the
physical structure. Since this report is primarily concerned with the simulation of
the total system (as opposed to aciually manufacturing the satellite), only the beam
diameter was varied in the structural subsystem. The other variables were set to

nominal values in the simulation.

A detailed description of how the system is modeled in SDRC IDEAS and
MSC/NASTRAN is contained in appendix E. The important physical features of

the system are summarized below:

3-31




1. The optical components de not move relative to each other.
This feature is called “rigid optics”
2. The optical components are modeled as rigid bodies.
3. The optical system is modeled as a rigid body (due to features 1 and 2).
4. All joints in the system are defined as welded.
5. The momentum wheel controllers are modeled as rigid bodies.
6. The frame structure is composed of flexible beam elements.
These above features are all incorporated into the bond graph model for the

structural vibrations of the system.

8.4.4.2 Modal Analysis The vibrational motion of the structure is mod-
eled through modal analysis of finite elements. Any system element has a mass, stiff-
ness, and damping coefficient associated with it. Assuming that these elements are
uniform, linear beam elements, there are two end nodes per element which are shared
by adjacent elements. The structure is described by a set of differential equations of

motion:

mq(6) + <T@ + k qb)= Q1) . (3%)

where ¢ (t) is an n-length column vector and n is the number of finite element
nodes in the system multiplied by the DOF of the system (Meirovitch, L., 1986).
The m, ¢, and k matrices are n by n in size. These mat:ices are the mass, damping
and stiffness matrices, respectively. The n-length vector, 5 (t), is the forcing vector
applied on each DOF for each node in the system. The response motion of the system
is a function of both time and position. If the response is assumed as oscillitory, then

the homogeneous, undamped equation of motion is best represented as:

ku=wmu (3.29)
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where w? is a parameter for the eigenvalue problem, and is a natural frequency
of the structure. U represents a non-trivial vector derived from the eigenvalue
solution. This solution yields a set of diagonal mass and stiffness matrices for the
system, called the modal mass and stiffness matrices. Additionally, clever selection
of the eigenvectors yield a modal mass matrix with a unity diagonal; this process is
called normalization. For n number of elements, there are n solutions for u ', each
“u'; corresponding to a particular value of w?. The eigenvalues, A;, which form these

solutions, are related to w? such that A; = 1/w?. The relationships for the normalized

modal analysis process are summarized as:

u;mou =1 (3.30)
T k=0 (3.31)
U=[71 _u-'g (N ?n] j=1,2,"',7l (332)

Equation 3.32 defines a modal matrix which transforms the physical mass,
stiffness, and force values into modal space, translating the original set of coupled
differential equations into a set of uncoupled equations. This result is due to the
diagonal modal m and k. U is also a symmetric and nonsingular matrix; therefore,
U-! = UT. An important result of these uncoupled equations is their orthogonality
with respect tn esach other. Combined with the result that w, 1s the natural frequency
of the system for corresponding i mode shape (motion), the separate modes can
be evaluated independently. The entire system response to a given 6 (¢) is then

merely a sum of all the modes.

An important assumption in the formulation of the structural model concerns
the method used to approximate the structural damping. There are many techniques
which accommodate the damping matrix introduced in Equation 3.28. The primary

objective of these techniques is to diagonalize ¢ by using U. The model uses an
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established modal damping ceefficient, such that:

UJ- c U ;= Cj (3.33)

where C; is the modal damping coefficient for the j*! mode.

The modal damping matrix, [C], is by definition a diagonal matrix. Thus, the

system motion is decribed completely by uncoupled equations in modal space as:

MTE)+CTO)+ KT ) =N (t) (3.34)

where,
M = UmU=1I
K = UTkU
N o= UTQ(

If n is very large, this analysis is very taxing from a numerical point of view.
Fortunately, an interesting property of structural modal analysis allows for a re-
duction<in the number of modes actually analyzed. The energies in a given mode
become smaller as w; increases. As a result, the lowest modes (represented by the
lowest vibrational frequencies) contribute nearly all the vibratory motion of the
system. These contributing low modes are called the fundamental modes. For phys-
ical, three-dimensional structures, fundamental modes are difficult to separate from
higher modes, since there is no clear division between requencies as the eigenvalues
increase. In our structural models, slight separations showed between the second and
third mode, and then again between the sixth and the seventh mode (see Appendix
J). The greater the number of modes modeled, the greater the simulation mimics
the modal analysis prediction of vibratory motion. Five modes were modeled in the
bond graph for all the structure configurations for the above reasons and also due

to a limitation of computer storage space for state variables.
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Figure 3.13. Bond graph for a single DOF modal analysis.

3.4.4.8 Bond Graph Modal Representation This research involves im-
plementing a complex system by utilizing bond graph techniques. However, modal
analysis has been frequently demonstrated to be feasible for bond graph analysis

(Margolis, D. L., 1985) (Margolis and Young, 1977) (Margolis, D. L., 1980).

The uncoupled linear equations to be modeled have already been shown in
Equation 3.34. As seen from general bond graph formulation, bond graphs are a
graphical representation of state equations. The bond graph represention of Equation
3.34 for a single DOF system with n modes and p force inputs is shown in Figure

3.13. (Margolis, D. L., 1980).
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The zero junctions are where the physical forces of the system reactions are
summed with the external forces of Q(t). These forces and their respective velocity
vectors are transformed by a corresponding eigenvector {u},. The velocity is called
a vector due to the nature of having 6 DOF per node location in the full model.
The transformers (TF) may be considered a dividing line between the physical dis-
placenients and the modal displacements. The compliance, C,, is an inverse modal
stiffness, 1/K;. The inductance, I;, is the modal mass, M;. In the modal analysis,
this value is simply 1. C;, I; and «'; are obtained from the eigensolution produced
from the NASTRAN solutions. The values for the modal damping matrix C are
installed directly into the bond graph for the R element; they are not produced as
a result of NASTRAN calculations. The number of bond graph modal 1-junctions
will be equal to the number of modes represented and the number of 0-junctions
representing physical force summations will be equal to n. The bond graph for the

vibrations of the satillite appears as in Figure 3.14.

3.4.5 Optics The optical system consists of a cassegrairian reflecting tele-
scope which collects the optical signal from the source and directs it through a thin
lens which focuses it onto a detector. In this study, the telescope-lens-detector sys-
tem will be referred to as the system sensor. Light propagation through the sensor
has been modeled by an exact ray trace program. This program uses as input the
missile location with respect to the primary mirror vertex and its vertex normal.
The program computes a bundle of 32 rays from the given location to the sensor’s
primary mirror. The 32 rays strike the mirror at points rotationally symmetric about
the optical axis, starting from the inner edge of the center hole in the mirror to the
outer edge of the mirror. The main output of this model is the corresponding missile
image on the detector. This information is passed on to the system’s controllers as
a position error between the signal on the detector and the detector’s center which
is lined up with the optical axis. Other outputs are the mean distance of the bundle

centioid striking the detector, relative to the detector center, and the variance of the

3-36




T[; TFZS

E3 TE

Jti, TS.FZ%O

SE SE SE

MWX MYY MYZ

Figure 3.14. Structural vibration bond graph.
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rays striking the detector.

The purpose of the following subsections is to present the basic principles of
optics which are considered in the design of basic systems such as the cassegrainian
telescope. These fundamentals encompass physical optics, geometrical optics, and
lens aberrations. These subsections will also include parameter selection of the sensor
components, and will conclude with a summary of the exact ray trace representation.
These subsections contain more detail than the other model description sections
because the intended audience of this research is expected to be more knowledgeable

in structural dynamics and controls than in optics.

3.4.5.1 Physical Optics The study of physical optics deals with the
wave nature of light. Two of these properties of light are interference and diffraction.
Interference occurs when light from a source is divided into two bearas which are then
superimposed or when any two or more light beams are superimposed. When the
beams are superimposed, wave cancellation or amplificatior. occurs. If amplification
occurs, it is termed constructive interference, and if cancellation occurs, it is termed
destructive interference. This phenomena will not be discussed as it is beyond the

scope of this research.

Diffraction, on the other hand, is essential in the understanding of image
formation. Diffraction is an inherent optical property which is evident whenever
a light wave front strikes an opaque object or when it passes through an aper-
ture. This results in the spreading of the wave front and is known as diffraction

(Spindler and Hoyer, 1989).

If the aperture is very large compared with the wave length of light, the spread-
ing of the wave front is minimal and it behaves as a wave front of infinite extent.
On the other hand, if the diameter of the aperture is less than half a wave length of
light, it will produce a disturbance to emanate as the wave front moves forward, as

shown in Figure 3.15.
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Figure 3.15. Diffraction pattern of a rectangular aperture

Diffraction at a lens is also caused by differences between the lens diameter
and the wave length A. If the lens is infinitely large, the disturbances at every point
(except at the focused point) neutralize each other and the illumination is zero except
at the focused point; on the other hand, if the lens has a diameter smaller than half
the wave length, the wave front illuminates the entire receiving plane. For some
intermediate value of the lens diameter, the result is a diffraction pattern as shown

in Figure 3.16 (Hardy, A. and Perrin F., 1932).

Since having an infinitely large lens is impossible, the lens will never focus to
a finite point. The focused point will look more like a spot. This spot is known as

the Airy disk, and its radius is given by:

(3.35)

where,
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Figure 3.16. Diffraction limited optics

A = light wavelength
D = diameter of the lens
f = focal length of the lens
Theoretically, the Airy disk contains 83.8 percent of the total energy as shown
in Figure 3.16. Diffraction also limits the resolving power of optical imaging systems.
Resolving power can generally be defined as the ability of an optical system to
separate object points in the image plate. The resolving power is given as the

angular separation, 6, at which each point is resolvable (RCA, 1974):

_1.22)

=D

(3.36)

3.4.5.2 Geometrical Optics When designing optical instruments, diffrac-
tion effects can sometimes be ignored, particularly if all the apertures and optical
components are much larger than the wave length of interest. This first order ap-
proximation leads into the treatment of light as an ideal phenomena. The branch of
optics which neglects the finiteness of the wavelength is known as geometrical optics.

Geometrical optics is based on the following fundamental laws.

Law of rectilinear propagation of light Propagation of light through a uniform,

homogeneous medium is linear and perpendicular to the direction of oscillation.
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Law of reflection When a ray of light is reflected at an interface dividing two
uniform medias, the reflected ray remains within the plane of incidence, and
the angle of reflection equals the angle of incidence. The plane of incidence
includes the incident ray and the normal to the point of incidence (see Figure

3.17). The relationship between the incident and reflected angle is:

0; =0, (3.37)

Law of refraction When a ray of light is refracted at an interface dividing two
uniform media, the transmitted ray remains in the plane of inciderce and the
sine of the angle of refraction is directly proportional to the sine of the angle
of incidence (see Figure 3.17). The law of refraction is also known as Snell’s

law, and is given as:

n;sinf; = n;sin b, (3.38)
where,
n; = incident medium index of refraction
n; = refracted medium index of refraction
6; = incident ray angle
0: = refracted ray angle

The above laws enable the optical engineer to describe the shape of a wave front
in simple mathematical terms. This is accomplished by considering various rays of
light which are perpendicular to the wave front when the medium is isotropic. This
bundle of rays originating at a single point is known as a pencil. For all practical

purposes, the light used comes from sources of finite area, every point, of which emits

.

a pencil. Such a group of pencils is known as a beam. Using the above principles

and geometry concepts, the formation of images is possible.
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Figure 3.17. Reflection and refraction at a boundary separating two media with
refractive indices n; and n;.

3.4.5.83 Lens Aberrations Image quality is also affected by optical aber-
rations. Optical aberrations occur when the rays from an object point do not com-
pletely converge at the conjugate image point; furthermore, the properties of the
system may be wavelength dependent. Optical aberrations consist of monochro-
matic and chromatic aberrations but chromatic aberrations will not be considered
in this system. Monochromatic aberrations occur with light of a fixed wavelength
and have been classified into five types: spherical, coma, astigmatism, image field

curvature, and distortion.

Spherical aberration means that the rays from a point object on the axis do
not recombine to form a point image. The amount of spherical aberration that is
present in a given lens is usually expressed by the distance measured along the axis
between the intercept of a ray of interest and the intercept of the paraxial (ideal) ray,
as shown in Figure 3.18. Spherical aberration varies approximately as the square
of the height of the lens incident ray and depends also upon the distance of the
object (Hardy, A. and Perrin F., 1932). Spherical aberration can be eliminated by

choosing the reflecting or refracting surfaces in the proper form.

Coma is probably the most difficult to visualize, partly because it can be

represented in such a variety of ways due to its nonsymmetry about the optical
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Figure 3.18. Longitudinal spherical aberration in a positive lens.

Figure 3.19. Transverse coma

axis. The focal length along the various rays may be different despite the absence
of spherical aberration. And since the lateral magnification depends upon the focal
length, the magnification will be different for the different zones of the lens. This is
not critical for an object point on the axis, but it becomes important as the object
point begins to move away from the axis. An additional characteristic is that the
zones of the image plate, which are conjugate to those of the entrance pupil, have a
tangential orientation forming a cone of 60 degrees. Coma is illustrated by Figure

3.19.

A bundle of rays which fail to combine at a single image point after refraction
is said to be astigmatic, and the optical component is said to have astigmatism.
Astigmatism, unlike spherical aberration and coma, includes skew rays contained

in two planes: meridional and sagittal. Astigmatism increases dramatically as the
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object point moves far away from the optical axis. Figure 3.20 illustrates the effects
of astigmatism and shows the meridional and sagittal planes. The meridional plane
is defined by the optical axis and the object point, and the sagittal plane is defined
by the object point and perpendicular to the meridional plane. A bundle of rays
from the object point in the meridional plane and lateral to the optical axis strikes
a spherical lens surface at different points through the centers of curvature of the
lens. Consequently, .he radii do not change as far as refraction is concerned. The
sagittal plane, on the other hand, does not contain the centers of curvature of the
lens surfaces. Thus, different radius of curvature has to be taken into account. As
a result, a circular bundle of rays from an object would be imaged as an elliptical

beam in the image plane.

For a circular bundle of rays, a horizontal focal line in the sagittal plane is
formed by the meridional rays. This focal line is closer to the lens than the focal
line formed by the sagittal rays in the meridional plane. Somewhere between both
focal lines the elliptical beam in the image plane converts into a circle. This is
known as the circle of least cofusion. An astigmatic image can best be understood
by considering the point Q of Figure 3.20. If a plate is placed at @}, the image is
a line in the sagittal plane; at @3, the image is a line in the meridional plane. At
a point approximately halfway between @} and @5, both lines are of equal magni-
tude and both lines form the image. This is the best location to collect the image

(Hardy, A. and Perrin F., 1932).

Once astigmatism has been elimirnated, point images of extended objects can be
created. However, the image surface will be curved and imaged onto a flat detector.
A detector would have to be curved if the entire image is to be sharply defined on it,
as shown in Figure 3.21. This effect is known as curvature of field. It can be shown
that the astigmatism and curvature o
the focal length and are almost independent of the shape of the lens; aiso, curvature

of field is totally independent of object distance.
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3-45

—_—




Object Barrel-shaged P
vlgnelt 1 8

Figure 3.22. Distortion influences on circles and squares

Distortion is caused by variations in the magnification of an object. The mag-
nification varies according to the distance between the object point in question and
the optical axis. If the magnification decreases with increasing object size, the diag-
onals of a square object will be imaged shorter than the actual object. This result is
called barrel-shaped distortion. The opposite effect is called pin-cushion distortion.
Distortion always occurs rotationally symmetric to the optical axis, as illustrated by

Figure 3.22.

The concepts of diffraction, geometrical optics, and monochromatic aberrations

were considered in the evaluation of the telescope-lens assembly.

3.4.5.4 Sensor Parameter Selection Since the main emphasis of this
research was to study the interaction between the satellite’s frame structure, optics,
and the control system, the imaging quality of the sensor was not a driving factor for
the optical design. The primary concern was to design an optical system with enough
mass to affect the frame structure’s center of gravity, and at the same time, present
a challenge to the control system. As a result of this requirement, a teleccope with a
large primary mirror was designed. After considering various telescope designs, the

reflecting cassegrainian telescope design was selected.

Optical imaging systems are made up of components, which may be classi-

fod as objectives, eyepieces and optical relays. The present system consists of a
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Figure 3.23. Reflecting cassegrainian telescope

cassegrainian telescope, which has two mirrors acting as optical relays; a lens, which
also acts as an optical relay; and a detector, which measures and records the image.
An optical relay is used in visual instruments to transfer and/or magnify an object

by imaging it at a different place and/or a different distance.

A reflecting telescope was chosen because the use of mirrors in place of lenses in
optical systeins have two advantages: they can be fabricated in much larger sizes than
are possible with lenses because they do not need to be transparent, and therefore not
completely homogenous. They have no chromatic aberration since the eff .ctive index
of 1efraction does not vary with wavelength. Among all the reflective ielescopes, the
cassegrainian was selected because of its compact design, long effective focal 'ength,
wide field of view, and its magnification capability. The cassegrainian design consists
of two mirrors: a paraboiuid concave primary mirror and a hyperboloid convex
secondary mirror, as shown in Figure 3.23. In this arrangement, the primary mirror
is drilled with a central hole through which the light is reflected from the secondary
mirror. The secondary mirror is interposed in front of the primary focus and a
secondary focus is formed at the vertex of the primary mirror. If both mirrors are

fabricated to the correct curvature, spherical aberration will not be present.
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Once the telescope type had been selected, the mirror diameters and distance
between each other had to be determined. The constraint on the maximum diameter
of the primary mirror was the size of the cargo bay of the space shuttle, the envisioned
launch system. As a consequence, the diameter of the primary mirror was constrained
to a maximum of 2.5 meters. Next, the location of the secondary mirror had to be
determined. Since the secondary mirror had to be as small as possible to limit
interference, it ha'l to be placed very close in front of the primary mirror’s focal
point. Then the secondary mirror diameter was made big enough to cate. all the rays
reflected from the primary mirror, assuming that all the rays striking the primary
mirror were parallel to the optical axis. Therefore, the primary mirror focal length
had to be selected, keeping in mind that it would determine the secondary mirror
diameter, and the distance between the primary and secondary mirrors. Along with
the focal distance, the image r\istance had to be determined as well. Equation 3.39

was used to determine the image location of the primary mirror:

1

1
TtI= (3.39)

e

where,

do = object distance
d; = image distance
f = focal length
To find the image of the primary mirror, an infinite object distance is assumed,
and Equation 3.39 gives d; = f, which indicates that the image distance is the
same as the focal distance. This assumption is valid oniy for the primary mirror.
Determination of the secondary mirror focal length is next. The object and image
distances are already known. The primary mirror image becomes the secondary
mirror object. In this case the secondary mirror object is virtual because it is in the
back side of the secondary mirror, giving a negative value for the secondary object

distance. The secondary mirror image distance is known because it is desired at the
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vertex of the primary mirror (see Figure 3.23). Lastly, the focal length is given by
Equation 3.39. The next step is to add a thin lens to the cassegrainian telescope

design.

A lens was added to the cassegrainian design for three reasons: 1) it provides
a second means for focusing, 2) it can be used for magnification, and 3) it is used to
change the orientation of the image so that the detector sees it in its proper attitude.
The lens diameter and shape must now be considered. The disadvantages of adding
a lens to the system are lens aberrations and diffraction effects. Diffraction effects
can be reduced by selecting a large lens, but most of the lenses presently being
manufactured are small; therefore, the main factor in selecting the lens diameter is
in reducing diffraction effects. Since this effect can be reduced by selecting the lens
diameter to be greater than half the wave length of interest, a lens diar ..er greater
than 5 micrometers was considered. The next most important consideration for the
lens is the shape, because the shape determines the amount of aberration created by
the lens. Most of the aberrations could be corrected by inserting a series of lenses of
different shapes, but since obtaining a perfect image was not the goal of this design,
only one lens was used. The lens was placed as close as possible to the cassegrainian
image location, so that a lens as small as possible could be used. The resulting

telescope-lens-detector system is shown in Figure 3.24.

The only sensor component left to be selected is the detector. Since this is
a conceptual study and the image location on the detector will be given by the
exact ray trace program, the onlv critical parameter in choosing the detector is its
dimension. But for the sake of argume t, if a real detector was needed, a 3-5 micron
focal piatr. arra detector would be used in order to detect the radiation emitted by
the missile . lnn ~ The dimension of the sensor will determine the sensor’s angular
field of view if the detector’s diameter is the smallest in the system, and normally this
is the case. A one-centimeter by one-centimeter detector dimension is very typical

for near infrared detertion; therefore, this size will be used. The detector was placed
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Table 3.5. Optical System Parameters

Primary Mirror | Concave

Shape | Parabola
Focal Length | 3.5 meters
Diameter | 2.0 meters

Eccentricity (shape parameter) | 1
Diameter of Hole | 0.2 meters
Distance to Secondary Mirror | 3.0 meters
Secondary Mirror | Convex
Shape | Hyperbola
Focal Length | 0.5 meters
Diameter | 0.4 meters
Eccentricity | 1.4
Distance to Lens | 3.5 meters
Lens | Concave-Convex

First Surface

Aspheric Hyperbola with eccentricity of 1.35

Second Surface

Spherical

Focal Length

0.18 meters

Diameter

0.15 meters

Index of Refraction

2.4324

Distance to Image Plate

0.7209 meters

Image Plate

Flat

Wavelength

3-5 micrometers

Dimensions

1 X 1 centimeter

at the lens image point which is given by Equation 3.39.

The initial theoretical design was evaluated using the exact ray trace program.
The goal of the evaluation was to determine the systems ability to transmit the
bundle of rays through all the optical components and onto the detector. The initial
design had a 2.5 meter diameter primary mirror with a 0.5 meter hole, a 0.8 meter
diameter secondary mirror with an eccentricity value of 1.1, a 0.8 diameter plano-
convex lens, a 1x1 centimeter de‘ector, and an overall system length of approximately

8 meters.

The first iteration through the ray trace program revealed that only 2 out of

the 32 rays made it through to the image plane, but these rays struck outside the
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detector. The design was reevaluated as design parameters were changed but this
approach proved very time consuming and did not provide a noticeable improvement
on image quality. The design parameters that had to be considered were the primary
mirror focal length, the secondary mirror focal length and eccentricity, the distance
between primary and secondary mirror, the lens focal length, shape and distance
from the secondary mirror, and the distance between the lens and the detector.
Since there were so many design variables, the system was evaluated component by

component. The primary mirror was evaluated first.

This was done by creating a reference surface beyond the primary mirror the-
oretical focal length so that the intersection of bundle of rays with the optical axis
could be found exactly. The coordinates of each strike point on the mirror surface
and reference surface were plotted using a plotting software package. The software
package provided plots of the bundle of rays from the point source to the primary
mirror to the reference surface; consequently, the intersection point of the bundle of
rays and the optical axis were found. The theoretical and actual lengths were very
close. At this point in the design , it was decided that a smaller primary mirror
with a shorter focal length would be used in order to shorten the distance between
primary and secondary mirror, and so that a smaller secondary mirror could be used.
A smaller secondary mirror creates less interference and increased the light gathering

capability of the primary mirror.

The primary mirror diameter was set to 2.0 meters, the secondary mirror di-
ameter was set to 0.4 meters, and the distance between them was set to 3.0 meters.
The primary and secondary mirror subsystem, with the new design parameters, were
evaluated. This time, there was a big difference between the subsystem theoretical
image distance and that found by the exact ray trace program. A difference was
expected because theoretical calculations assume spherical surfaces; and neither of
the two mirrors is spherical. Using the exact ray trace program and the plotting

routine, the desired focal lengths of the mirrors were obtained. A magnified view of
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this subsystem focussed point revealed some aberration, probably coma. This effect

was minimized by adjusting the secondary mirror eccentricity to a value of 1.4,

The subsystem was evaluated, once again. For this iteration a point source
was varied along a vertical line perpendicular to the optical axis, and the subsequent
variation in the image space was used to determine the lens diameter. The lens
diameter was set to 0.15 meters and the distance to the secondary mirror was set to
3.5 meters. Once again, the mirror-lens combination was evaluated to find the image
point for a given object point of interest. The location of the image point became
the location of the detector. This step by step analysis yielded the desired design

parameters for the exception of the lens shape.

The system with the plano-convex lens had a focussed image point variance
of 1E-07 meters. In order to reduce the variance, different lens shapes had to be
considered. The other lens considered were two concave-convex lenses, each with a
different radii combination, and an aspheric concave-convex lens. The system was
evaluated three more times, each with a different lens, and the system with the
concave-convex lens yielded the smallest variance, 1E-12; therefore, the concave-
convex lens was chosen as the desired shape. All the final values are listed in Table

3.5.

Now that these values had been obtained, the angular field-of-view could be
determined. In order to determine the field of view, the system aperture stop and
field stop had to be calculated. To find the aperture stop, the element in the sensor
whose image in object space subtends the smallest angle with a point source on
the optical axis must be found; and then the field stop is the element whose image
in object space subtends the smallest angle with the center of the entrance pupil,
which is the image of the aperture stop in object space. Figure 3.25 was used as a

representation of the sensor for the calculation

wn

of the aperture stop.

A%

The aperture stop is calculated using Equation 3.4.5.4 and the values from Table

3.5 as follows:
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detector:

lens:

primary nirrcor: y secondary nirror: Lp primory mirror hole:7

L3

L,

R . | Y
_. ()() I
! T
8,000,000 n —»¢————— 3 n o 3n >-0n5~40 ‘221’-4-

Figure 3.25. Representation of imaging system

1. Half angle subtended by L, at P, :

¢r, = tan™? = 7.162F — 06 degrees

1
8,000,000
2. Half angle subtended by L, at P :

=L — ;= -21.00

+ 3.5

LW
LY.

3. The image diameter ( height ) is given by

— 4 _ = —
— z;_ - ?31000 = =7.00
1, = tan™! go2Sh = 25.067E — 06 degrees

4. Half angle subtended by S at P :

+ - ==

b d;, = —0.42857
1

1.1 67.5965
342857 T &, 35 — dy 7.99657

= LI 45 9000

¢, = tan™! 5430204,5_%1995 = 175.464F — 06 degrees
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5. Half angle subtended by Lz at Fy :

l"‘

+ 3 = s dip = ~04375

3.5 ~0.50
T3 1 + = 315——> d;, = ~192.50
o = 2288 = ~56.00
¢r, = tan™! m = 200.53F — 06 degrees

6. Half angle subtended by Ly at Py :

o7ms T zf; = ﬁg—» diy = .23990
3.‘21601 + 3 &, = o 5—'* d;, = —180.738

Y4 = Fager = —52.63949

ér, = tan™! 563%7:1%5(2)7773—8 = 188.497F — 06 degrees

Since ¢y, is the smallest half angle subtended at P, L, is the system’s aperture

stop. The field stop is calculated as follows:

1. Half angle subtended by L, at center of aperture stop:
0, = 90.0000 degrees
2. Half angle subtended by L at center of aperture stop:

Oy = tan™? 3232 = 9.4600 degrees

3. Half angle subtended by S’ at center of aperture stop:

— fan-1 2449051 _
s = tan™' STms = 8.29715 degrees

4. Half angie subtended by L} at center of aperture stop:

fr; = tan™ = 8.27590 degrees

192 50
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5. Half angle subtended by L at center of aperture stop:

Oy, = tan™! 2339 = 8.28537 degrees

Since the smallest half angle subtended at the center of the aperture stop is d;;, the

lens is the field stop; therefore, the angular field of view is:
FOV = 201, = 16.5518 degrees

This concludes the physical design of the optical system; a description of the

exact ray trace methodology follows.

3.4.5.5 Fzact Ray Trace Methodology Typical optics systems involve
complex geometrical configurations of geometrical shapes used to reflect or refract
light rays. The problem with these systems lies in the fact that exact ray tracing
can be very difficult for relatively simple systems. As such, a paraxial approach is
typically used as an approximation of the actual performance. However, if a method
can be found to simply implement an exact ray trace, a more accurate picture of the
systems performance can be achieved. This section demonstrates how an exact ray

trace method is implementc in the cassegrainian telescope optics system.

The basic premise behind the exact ray trace method is the translation of a
given ray from one coordinate system (primary mirror) to another coordinate system
(secondary mirror). To begin the ray trace, the orientation of the point in question
with respect to the first coordinate system must be known. For the tracking system,
all f this data is known beforehand as the exact position of the missile with the
satellit»” n at all times. For convenience, begin the ray trace inside the optical
system and tr. from the primary mirror to the secondary mirror. This method
can be used anywhere in the optics system without loss of generality. Starting at

the primary and tracing to the secondary is done only for convenience.
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Figure 3.26. Exact ray trace vector definitions

The first step is to attach a reference frame to the secondary mirror. The
origin of the frame is attached to the vertex of the mirror with the positive z-axis
pointing towards the primary mirror. The x and y axes are oriented tangent to the
mirror surface and form a right handed coordinate system as shown in Figure 3.26.
The incident ray to the secondary mirror is defined as having a given orientation
to the reference frame attached to the secondary mirror. The vector fyre, defines
the location of the rays originating point on the primary mirror with respect to the

primary mirror reference frame.

Now define a vector L that locates the origin of the primary mirror reference

frame. The rays originating location can now be defined as

L+ Byres = P. (3.40)

Note that coordinate transformations were used between reference frames.

In order to determine the striking point on the secondary mirror surface, it is
convenient to first determine the striking point on the x-y plane and then determine
the striking point on the mirror from the plane. Defining the distance from the rays

originating point to the x-y plane L, and define the unit vector in the direction of
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the incident ray as shown in Figure 3.27:

[
]
S R

(3.41)

then the addition of P and L, [ strikes the plane when the z component goes to zero.

Defining
d
P=1|¢ (3.42)
S
then,
L1c+ f = (3.43)
or,
n="1 (3.44)

The trick now is to determine the distance from the incident point on the x-y

plane to the mirror surface. For a spherical mirror, the surface is defined by vector

T
z—7
where,
22 +y? + 2P =12 (3.46)

a
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Figure 3.27. Vector definitions for surface striking point.

Now calling the vector from the frame origin to the incident point on the x-y

plane, T‘,

T=1|n (3.47)

and calling the distance from the plane to the striking point on the mirror L,, results

in:

T+Li=p (3.48)

Multiplying this out gives:

(Laa + 9)i + (Lob+ )] + (Loc+7)k = a1 + yj + 2k (3.49)

where the radius of the sphere has been moved to the left side of the equation. In

order for these vectors to be equal and satisfy the solution to the mirror surface
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equation, 3.46, the following must hold:

(Lza + g)2 + (Lzb + h)2 + (LQC + 1‘)2 = p? (350)

Using this expression, the value of L, can be determined, and thus 5. The

reflection off of the mirror is easily defined in matrix notation as:

A

R= (1 —2VNT)

A

~

(3.51)

where N is defined as the surface normal at the incident point on the mirror surface
and R is the reflected ray. Once accomplished, 5 becomes Pprey for the next mirror,

and R becomes I.

This same approach can be extended to a matrix notation (Redding, D., 1989).
The general matrix approach centers around one central matri.c, the mirror matrix.

This matrix is defined as:

M = (I- %) (3.52)

where e is the eccentricity of the geometrical shape of the mirror and ¥ is a unit
vector pointing from the vertex of the mirror towards the focal point. The mirror
matrix can be compared to Equation 3.46 as it defines the surface of the mirror, at
least in part. In addition, this matrix allows for the principle axis of the conic shape
to not lie on any of the principle axes of the coordinate system. This is explained
further when flexible optics is discussed. With this definition, the surface of the
mirror is defined by:

PTMpF+2NT5=0 (5.53)

where N:, is a vector along the surface normal and magnitude equal to the radius of

curvature evaluated at the vertex. The vector N at an arbitrary point on the mirror

3-60

#
E¢
E
A
s
E
3
E-
3
4




surface is then:

N =N, +Mjp (3.54)

With these definitions and using the same vectors in-the:geometric derivation,

the following solution can be achieved:

(™) 2 + 2T (MP + N,) L+ BT (MP +2§,) =0 (3.55)

where L is a scaler equal to the total distance trvelled by the incident ray from
the previous surface. The reflected ray can then be calculated ss was done in the
geometric derivation. 7

The position -of the missile with respect to the primary mirror is determined
by the orientation-of the system in inertial space and the position of the missile-in
inertial space. This vector acts as the incident ray, I to begin the ray trace. The

system position is-determined by the rigid body rotation model.

8.4.6 Rigid -Body Rotation The rigid body rotation model calculates the an-
gles that describe-the-orientation of the system in inertial space. This model will
find the anguiar rates-of the rigid body about the center of mass due to the torques
applied by the system controllers. After the angular rates have been founi, the

angular positions are obtained by integration according to- Appendix C.

The rigid-body model is based upon Euler’s equations. It was developed under
the assumption that the torques applied in the model are aligned wivh the rigid-body

axes. Euler’s equations (Likins, P., '4>%page 439) are:

M]_ = Ilcbl - WQw;;(Ig - I3) (356)

M, = L, — wawni -, = “.:)'— (357)

3-61




M3 = Iad);; - w1w2(11 - Iz) (358)

where,
w; = the angular rate about principle axis i
I; = the moment of incrtia about principle axis i
M; = the moment applied to the rigid body about principle axis i

Rearranging slightly, the equations can be written as:

Ild)l = M1 4 12(4)2(.U3 - I3LU3U.)2 (339)
1262)2 = A’fz + I3w3w1 - I1w1w3 (360)
I3u')3 = 1W3 + Ilwlwg - Ingwl (361)

If the body is rigid, then the term J,w, can be written as the angular momentum
H, of the body about principle axis ¢. The rigid body rotation model uses the three
angular momentum terms as states as a basis in determining the orientation of the

body.

3.4.6.1 Rigid Body Bond Graph Description The bond graph of a ro-

tating rigid body is shown in Figure 3.28.

Inertias JSX, JSY, aud JSZ are the rigid body’s principle moments of inertia.
The sources SEMWX, SEMWY, and SEMWZ are the momentum -vheels which
apply torques to the moments of inertia. The sources apply varying torques according
to the control system signals. The modulated gyrators GY1, GY2, and GY3 are

functions of the body’s angular rate and are modeled as:

..‘.'Yl = 13’.03 (362)

GY2 = N (3.63)
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GY3 = I2w2 (364)

The signals WSXB, WSYB, and W5ZB are the angular rates of the body used

to determine the angular position.

8.4.7 System Model The design group built and validated six distinct sub-
syste: ~ models. Those models are the missile dynamics model, the system orbital
dynamics model, the structural vibrations model, the rigid body rotation model, the
optic model, and the controls model. The separate subsystem models were integrated
into a single model. Each subsystem model works in a unique manner. The states or
variables within each model are not easily combined. A major part of completing the
system model is converting the subsystem model outputs into compatible units for
interaction with the remainder of the system. First, the general approach of system

integration is reviewed.

The first step is to define the units and frames for use in the system model.
The frames used in individual subsystem models are: the inertial frame, the rotating
Earth frame, the system frame, and the optics frame. The most basic frame is
the inertial frame. The inertial frame is based at the Earth’s center and does not
rotate or translate with respect to the stars. The Earth frame is also based at the
Earth’s center and rotates with respect to the inertial frame but does not transiate.
The Earth frame and the inertial frame share a common axis - the Y axis. The
Earth frame rotates with respect the inertial frame about the Y axis at the Earth’s
rotational rate. The system frame is centered at the system center of mass and
rotates and translates with respect to both the inertial frame and the Earth frame.
The optics frame is fixed at the connection point between the structure and ‘ue
optics and moves and rotates as the optic system moves with respect to the system

frame. The SI system of units is used throughout all the models.

Before integration can be started, the subsystem models must all be in sim-

ilar states or variables. The individual models employ different types of states or
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Figure 3.29. System model frames of reference

variables to describe each indi/idual subsystem condition versus time. For exam-
ple, the missile and system orbital dynamics models integrate accelerations to get
linear velocities and the system rigid body model integrates applied torques to get
angular rates. The optics model will ot accommodate either velocities or angular
rates. Therefore, most subsystem models must go through an additional integra-
tion to achieve states compatible with the rewaining parts of the model. The most

commonly used variables are position vectors between subsystems.

3.4.7.1 Missile Dynamics-System Orbital Dynamics Interactions Com-
bined, the missile dynamics-system orbital dynamics models are required to provide
the position vector from the system to the missile. A decision was made to express
this vector in the inertial frame. The missile dynamics model is expressed in the
Earth frame. The system dynamics model is expressed in the inertial frame. The

models work similarly. Each model integrates the acceleration to get velocity. The
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Figure 3.30. Model interactions. 4

model could difference the velocities between the twe systems and then integrate the

velocities to get a position vector. The decision was made to integrate each subsys-

T T R R T I N RN ]

tem velocities to get subsystem positions. The positions are expressed in different

frames. The missile position is still expressed in the Earth frame and the system

B mati il

position is expressed in the inertial frame. The missile position is then converted
from the Earth ftamc to the inertial frame so that addition to the system position is /
possible. The function block ETI in Figure 3.30 converts the missile position from ]

Earth frame to the inertic! frame. The bond graph signal PTE is the position of

ik Lana bt b

the missile expressed in the Earth frame. The bond graph signal ET is the position

f b2

of the missile expressed in the inertial frame. See Appendix C for details of this

conversion. Once the position of each subsystem is found in a common frame, finding

T W AR )

the position vector f1om the system to the missile is a trivial matter. The cquation

providing this vector is:
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STI=ET - ES (3.65)
where,
S?I = the vector from the system to the missile
ET = the position of the missile
ES = the position of the system

each expressed in the inertial frame. The function block PANG calculates the vector

STI.

3.4.7.2 Missile Position-Rigid Body Interactions Once the vector STI
is calculated, it is required to express this position in the system frame and then in
the optics frame. This section details the calculation of the missile position ST'S
expressed in the system frame. The rigid body rotation model depicts the rotation
of a single rigid body in space. The output of this subsystem model is the angular
rate of the body in inertial space expressed in the inertial frame. The rigid body
rotational model integrates each rotational rate as outlined in Appendix C to get
the rigid body angular position. The block A30 then rotates the missile position

vector into the rigid body frame using the equation:

. STS= [SA) STI (3.66)
where,
STS = the missile position vector expressed in the rigid body frame
[FA;] = transformation matrix from inertial frame to rigid body frame

3.4.7.8 Rigid Body-Optics Interaction After the vector STS is obtained,
vie: model converts this position to the optics frame. Once this operation is complete,
t} v «bor can be input to the optics subsystem model. The position and angular

cuentato.a of the mirror is output by the structural vibrations model. This position
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and orientation is expressed in the system frame. Using the method outlined in
Appendix B, the vector STS is converted to vector STO where STO is the vector
from the system to the missile in the optics frame. This operation is performed
inside the OPT function and input directly into the optics model. The signals NU1,
NU2, NU3, NU4, NU5 are the positions of the 5 structural modes.

3.4.7.4 Rigid Body Missile-Controls Interaction Once the missile vec-
tor is found, a method to control the system angular position is required. The only
control on the system is the torquing provided by the momentum wheels. The most
logical choice of control input is some function of the output of the optical subsys-
tem. The optical subsystem outputs the centroid of the missile image. The inputs of
the control subsystem are the angles between the optical axis and the vector STO.
An easy linear conversion can convert the optical subsystem output into the control
subsystem inputs: the azimuth angle error and the elevation angle ervor. Through
testing, it was found that attempting to control the position of the system based
upon the output of the vibrating optical subsystem output drove the control sys-
tem unstable. Several studies have been devoted to the resolution of this problem
(Millar, R.A., 1977). However, the solution to this problem is beyond the scope of
this research. A further discussion can be found in Section 3.4.3. Therefore, it was
decided to bypass the optical subsystem when calculating the input into the controls
subsystem. Given the vector S—fS, the following equations provide the two control

subsystem inputs:

AZPER = sin™! (S ZE’\ ) (3.67)
IST S|
ELPER = sin™! ( STS Y\ (3.68)
\{S STS| i/

where,
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STSX = the x-component of STO
STSY = the y-component of STO
STSZ = the z-component of STO

The OPT function contains the equations performing the above calculations.

The signal AZPER is the azimuth angle error and the signal ELPER is the elevation

angle error.

3.4.7.5 Controls-Rigid Body Interactions The controls subsystem out-
puts torque signals to the momentum wheels for pointing purposes. The angles
input to the controls subsystem are aligned with angles about the principle axes of
the rigid system. The momentum wheels are modeled as being mounted with the
axis of rotation on the principle axes also. There is therefore no conversion between
angle error control signals and momentum wheel inputs. The momentum wheel with
the rotation axis aligned with the system x-axis (X-wheel) controls the rigid body
elevation angle error and the momentum wheel with the rotation axis aligned with
the system y-axis (Y-wheel) controls the rigid body azimuth angle error. The torque
signals output by the control subsystem are supposed to drive the two angle errors
to 0. The azimuth angle control is sent directly to the Y-wheel and the elevation
angle control is sent directly to the X-wheel. The control subsystem attempts to
restrain all rotation about the Z- axis by feeding back the angular rate about the
Z-axis through a separate controller. The torque input is then applied to the rigid
body system through effort sources. The bond graph signal AZC in Figure 3.28 is
the Y-wheel torque control and the bond graph signal ELC is the X-wheel torque

control.

3.4.7.6 Controls-Structural Vibrations Interactions When the controls
system torques the system: to rotate the optical axis towards the missile, vibrations
result in the structure. The vibration of the structure will cause the optical system

to displace in translation and rotation. The structural vibrations model converts the
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control subsystem torques into modal positions and the optical subsystem position

and orientation can be determined via the transformation:

X=UT7 (3.69)
where,

= the vector of modal positions

the structural modal matrix

=l o 3
I

= the vector of generalized positions

Leaving each modal 1 junction (as seen in Figure 3.32) is the signal NUD* (*
: number mode) which is the modal velocity. The functions INM* are integrators
which determine modal positions (NU*) from modal velocities. Equation 3.69 is
performed in function block OPT. ILpuws into the structural vibrations model are

the modal forces. Modal forces are determined via:

R=UTF (3.70)

where U is defined above, R is the vector of modal forces and F is the vector of
generalized forces. The bonds b52-b56 in Figure 3.28 are the X-wheel torques input
into the modal bond graph. The bonds b57-b61 are the Y- wheel torques input into
the modal bond graph and the bonds b62- b66 are the Z-wheel torques input into the
modal bond graph. The transformers TF(X,Y,Z)(1,2,3,4,5) perform the operation
described in Equation 3.69. The modulator of each transformer is determined by

the individual entries of U.

3.4.8 Model Validation Each subsystem model was validated both before
and after integration into the system model. Without alternative sources of data,

.

the design group had no way to determine the validity of individual models. The

approach adopted by the group was to check the model for correctness in basic
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Figure 3.31. Mass-spring-damper system

simulations with predetermined inputs and to compare model outputs to expected
results. For validation purposes then, inost models were subjected to simple inputs.

The system and missile dynamics models were validated using external data sources.

3.4.8.1 LNPORT Vulidation The first step in the validation process
was to ensure the ENPORT modeling software correctly solved for the time re-
sponse of the model. The design group modeled several simple mechanical systems
in ENPORT for validation purposes. The most well known validation system was

the simple mass-spring-damper system of Figure 3.31

"I'he inass, spring constant and damping factor were chosen so that w, = 1
rad/sec and ¢ = 0.5. ENPORT solved the time response of the system for a unit
step input. Data was collected and compared to expected results (Reid, 1983:pages
88-99). Other simple models were modeled and run on ENPORT after which the
output was compared to expected results. ENPORT was found to model the simple
systems without error. All ENPORT integration methods were tested using simple
models and were found to correctly integrate the system states. Using the results
of the simple model testing, ENPORT was accepted and the group proceeded to

validate the subsystem models.

3.4.8.2 Missile Dynamics An external data source was used to validate
the missile dynamics model. A SLAM II simulation was constructed to simulate the

flight of a missile under thrust. Once this model was determined to be correct, it was
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used as a control for comparison to the ENPORT model. Within a sufficient accuracy,
the two models produced the same result and the missile model was accepted as

validated.

3.4.8.8 System Orbital Dynamics The system dynamics model was very
similar to the missile dynamics model except the system dynamics model did not
contain any effort sources for thrust. The only force upon the system is gravity. The
model was tested by setting the initial conditions (positions and velocities) such that
the resulting system was in a circular orbit. The position of a body in a circular orbit
is quite easy to calculate. (Greenwood, 1965:pages 200-209). When the system was
placed in a geosynchionous orbit with the correct geosynchronous orbit velocity, the
ENPORT model solved the model exactly. After this testing, the system dynamics

model was accepted.

3.4.8.4 Rigid Body Rotations The rigid body model testing was similar
to the ENPORT testing. The rigid body model simulates rotation about the three
coupled principle axes. It was possible to simply rotate the body about single axis
without interaction with the two remaining axis. An effort (torque) source was
independently applied to each axis. ENPORT solved the model correctly. The rigid

body model was thereby accepted.

3.4.8.5 Controls After the rigid body rotation body model had been
accepted, the next step was to incorporate a control system. This subsystem model
was tested several different ways. One method employed was to command the con-

troller to rotate the system about one axis to a particular position.

After validation of the controls model was complete, a subset of the total
model was tested together. The above subsystems were combined to model a rigid
body orbiting the Earth at geosynchronous orbit. The control system was set to

point one principle axis directly at the center of the Earth. During this testing, the




missile position was replaced with the position of the center of the Earth (0,0,0 in
the inertial frame). If the correct control algorithm was applied, it was discovered
that the mini-model could accurately simulate a rigid body ‘tracking’ the center of
the Barth. This was a large step toward the total model validation. It was felt if
the model could track the Earth’s center, only a small change would be required
to simulate the tracking of the missile. The Earth position wouid be replaced with
the missile position from the missile dynamics model. The final two subsystems to

integrate were the structural vibrations model and the optics ray trace model.

3.4.8.6 Optics Ray Trace Model Validation of the optics program was a
long and tedious process because of the complex geometry involved in the program.
However, the problem was completely deterministic and was handled routinely once

the process was defined.

The problem involved determining if each step of the optics calculation per-
formed as intended. This was compounded by the fact that each step involved long
and complex calculations, each of which had to operate together in order to obtain
results that had meaning. To reduce the problem, each subroutine was checked in-
dividually to verify their correctness and completeness. This was accomplished by
applying known quantit‘es as inputs and verifying the output reflected the proper
response to the given input. Although complete debugging of every subroutine was,
in all likelihood, not completely achieved, the subroutines were tested in a variety
of ways to account for every possibility we felt the system would encounter. Un-
doubtedly there are still many situations that were not tested as complete testing of

software is never fully realized.

Once all of the subroutines were debugged to a high level of satisfaction, the
subroutines were tied together into a complete package. The entire package of sub-
routines was required in order to complete a ray trace from one component to the

next. The operation of the software is included in Appendix F and will not be
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repeated here. The reader is referred to Appendix F for the details but a brief
description follows. The incident ray of lizht originates on a component at a known
position and orientation. Utilizing this information and the known shape of the
current component, the program calculates the tracing of the ray from the first com-
ponent to the current component and calculates the point on the surface of the
current component where the ray strikes. A surface normal at the point of incidence
is calculated. Utilizing the direction of the incident ray and the surface normal, the
ray is reflected off of the component and thus becomes the incident ray for the next

componert.

This process was carried out as a whole as most of the calculations performed
were used in each step. The techniques utilized in Appendix F were used to hand
calculate a ray trace from one component to the next and calculate incident points,
normals, and reflected ray directions. Data for each ray was stored in data files
and later recovered for accuracy checking. This was a difficult process as each ray
required hand calculations and comparisons with the program data. This process
was meticulous and required several hours of work for each run. In addition, the runs
were made b, changing the shape i the components as well as checking incident ray

calculations on concave and convex surfaces.

Tables were set up to define what type of component was being used as the
software had to configure itself differently for each kind of component. Once ac-
complished, the software performed correctly. The validation con‘inued for each
component as new components were added to the optical system. Once the system
was defined and the software finalized, a final check was made by ray tracing using
the software and comparing with hand calculations from a given point source to the
image plate. This completed the validation process and resulted in a validated optics
program model. After the optics model was validated, another subset of the total
model was tested tor validity. The optics model was integrated into the previously

tested model. The largest change from the above model was change of control sys-
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tem input. In the previous model, a converted missile position vector in the rigid
body frame was the control input. In this model, the missile position vector was
run through the optics model. The optics model output was then converted into the
controls input. Again, this model worked as expected. The simulation showed an
optical system in geosynchronous orbit tracking the center of the Earth. The only

model left to integrate into the total system was the structural vibrations model.

3.4.8.7 Structural Vibrations Model In testing the structural vibrations
model, it was desired to compare the vibrations model output to expected results.
However, the response of this particular structure to a dynamic input was not avail-
able for reference. Therefore, the structural vibrations model was validated using a
simple structure and a simple input. A one inch diameter, 1 meter length, pinned end
‘beam was modeled in the same modeling technique. A 1000 newton step force wus-ap-
plied at the center of the beam. The model output for four different points along the
beam were compared to theoretical results of the same situation (Shigley, 1977:page-
642). The structural vibrations inodel was found to correctly model this simple
structure and it was assumed that a rnore complex structure would also be modeled

correctly.

3.4.8.8 Total Model The complete model was assembled after the struc-
tural vibrations model was validated. The complete system bond graph can be seen
in Figure 3.32. A missile position vector in the ineftial frame was calculated based:
apon output from the system orbital dynamics and missile dynamics model. Using
the rotational position output from the rigid body model, the missile position vector
was transformed to a new missile position vector in the rigid body frame. Using the
structural vibrations model, the same vector is now transformed to the optical frame.
This transformed vector was then input into the optics model. The optics model is
then fedback into the controls model which commands the momentum wheels. The

momentum wheels torques are input into the rigid body position and the structural
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vibrations model. The same simulation was attempted, to track the center of the
Earth. With a vibrating optical model output as the control model input, the sys-
tem was found to be unstable. Designing a control system to damp out vibrational
modes was outside the scope of this research, so the system was redesigned. The
model was changed so that the control system input was the converted missile posi-
tion vector in the rigid body frame, not in the optical frame. The system was stable
in this-configuration and the optical model continued to output the image position
and variance data. That output was now collected for imaging analysis purposes.
Using this configuration, the system easily tracks the center of the Earth as it orbit
at geosynchronous altitude. The model was then changed to track the missile. All
data collected indicates the model correctly simulates the system as it follows the

missile during the 360 second mission time.

3.5- SYSTEM OPTIMIZATION

A methodical approach for arriving at-the optimal values for the system design
variables was necessary in order to efficiently determine the trends of the system’s
performance. This effort resolved into the areas of reducing the number of variables,
following a methodical plan for collecting performance data, and using empirical
modeling techniques to characterize the system. The results were then optimized for

the region of the satellites’ operational design region.

3.5.1 Reduction of Variables The number of design variables was decreased
to reduce the complexity of the problem and to enable the system design to be more
clearly characterized. This process reduced the system design variables from 24 to
only four. Twenty-three design variables came from the design level alterables of
table 3.2; one was a system level alterable: orbit radius. The interaction matrices
of Figure 3.1 were referenced to insure coupling of the selected design variables. In
other words, the smallest number of variables were to be retained while each still

affected at least two subobjectives.
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2. Total system bond graph

Figure 3.3
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With the exception of the primary mirror diameter, all of the optical variables
are dependent on the orbit of the system. This assertion is based on the theory
of optical design detailed in this chapter. Therefore, the optical system can be
characterized by the system orbit. The system orbit interacts with the image quality,

detector plate power, and tracking error subobjectives.

Four of the five control subsystem variables influence at least three subobjec-
tives. The exception, the momentum wheel masses, are direct functions of the total
system mass (Agrawal, B. N., 1986); therefore, these alterables are determined by
the entire system configuration. This restriction eliminates the momentum wheel
masses as a true design variable. T'.e controling subsystem can be characterized
by any of the remaining cont:ol vaisables; settling time was selected as the control

design variable and-the rest were influenced by its setting.

Only two of the structural framework design variables, the damping coefficient
and the contrcller placements, influenced at least two subobjectives. Modal damping
coefficients of any structure are often arguable from one school of engineering to the
next. Since the system study is concerned with the development of the satellite and
not of space structure vibration research, the coefficient was set to a conservative
value. The momentum wheel placement was a problem to characterize. The momen-
tum wheel mass determination required that they be as near the system center of
gravity as possible-(Agrawal, B. N., 1986). Thus, this alterable was quite restricted
and was subsequently eliminated as a design variable. Obstruction of the optical field
of view by the momentum wheel controllers will always be present in the conceived
system' configuration. Varying the side beam lengths would present an additional
complication to this problem. Therefore, the side beam lengths were set to a nom-
inal value of five meters. The stiffness of the structure thusly became dependent
on the beam diameter and the beam materials used. Since the beam diameter is a
continuous variable, it was selected to be the structural framework design variable.

The beam material was selected as a nominal value which is derived in Appendix E.
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In reviewing the three design variables selected and referencing Figure 3.1, it
was noted that the subobjective of Minimize Mass was not coupled to the influences
of the other subobjectives, either by direct interaction or through the reduced design
variables. Therefore,.a fourth design variable was needed. The primary mirror mass
was a significant portion of the total mass of the system. This component’s mass is
characterized by the primary mirror diameter. The interaction matrix of Figure 2.4
shows that this diameter impacts the subobjectives of image quality and detector
plate power as well. This strong influence across the subobjectives resulted in the

selection of the primary mirror diameter as the fourth design variable.

The four design variables for the satellite are:
1) Controller settling time-
2) Orbit diameter
3) Primary mirror diameter

4) Beamn diameter

3.5.2 Optimization Approach The following design variables were selected:
orbit radius, control system settling time, structure beam diameter, and primary
mirror diameter. The measures-describing the performance of the system are the
optical system mean track error (MTE), inverse of light intensity upon the primary
mirror (ILI), light intensity upon the detector divided by the variance (signal to
noise measure) (IVR), and system miass (SM). Performance measure responses to
changes in design factors are not easily determined. To optimize this system, it
is desirable to find the design factor settings that optimize the responses of the
performance measures. A plan was necessary to efficiently gather data in order to
form an empirical function describing each performance measure. This planning

stimation procedure was based upon Response Surface Methodology (RSM)

)
]
©o.
o
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3.5.2.1 Empirical Models Given a response y which is an unknown com-
plex function of n design variables, 2y, 23, ...z, it is possible to estimate y over a small

region of z; by a linear equation of the form:

y=PFo+ Zm:ﬂ;m; (3.71)

i=1
where m is the number of number combinations of the z; variables and design factors
x; are polynomial combinations of z;. If 7 is a vector of p observations of y, X is the
p by m matrix of design factor settings and § is the vector of m B: parameters, then

the response of the system can be written as:

7=X0+¢ (3.72)

- where ¢ is a vector of m random errors. Fach element of ¢ is assumed to be in-
dependently and identically distributed. The parameters of § are unknown before
the observations are collected. However, using least squares regression, 0 can be

estimated using the equation:

§ =(XTX)" X7y (3.73)

where 0 is the unbiased estimator of 0 as long as the columns of X are orthogonal.
Given a computer simulation of a system, it is then possible to specify the factor
settings for a number of runs to collect the data required to perform the least squares
regression of the parameters of Equation 3.71. After:0 is obtained, then the unknown

response y can be estimated via:

§=fot ¥ bz (3.74)

i=1
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3.5.2.2 Central Composite Design The Central Composite Design (CCD)

is but one of many methods used in RSM to methodically obtain the data required
for an empirical mathematical model. This design was selected for this research be-
cause a second-order model was desired, and CCD requires very few samples of data

while allowing for an orthogonal regression analysis to be performed.

CCD is based on the requirement that a second-order empirical model is to
be determined. Each design factor is set at one of five possible settings for a design
simulation: —q, -1, 0, +1, +a. The a values will be discussed later. For different

combinations of design values, the responses y are collected.

The number of computer simulations from which to collect data must be as
'small as possible. This requirement is a direct result of the time zasumed for
each design’s computer simulation: approximately 3 to 5 hours, real time. Search-
ing all possible design factors values to collect data is an impossibility, since these
factors are continuous. The three levels of the design factors could be searched
for all possible values; this method is called factorial analysis and is statistically
very powerful. Unfortunately, a full second-order factorial design requires N = 34
computer simulations. The CCD design, however, requires the fewest observations

(Box and Draper, 1987):

N=2+T (3.75)

where, N is the number of observations required, k is the number of design factors,
and.T is the number of center and axial points. The value for T = 2F 4 1 assumes
only one Y value is collected when all the design factors are set to their central values
(the center point). The research case requires k = 4, T’ = 9; therefore, the minimum
number of observations required is N = 25. This quantity is much preferred over
the full factorial design requirement of 81.

In order for the design matrix to be completely defined, the axial points, ¢,
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Table 3.6. Levels of the design variables

6,10, |05 |04
111 (-1
1 ]-1]-11-1
11 [-1 -1
1 {1 |1 (-1
-1 1 -1
1 (11 |1
11 1 |1
1 (1 |1 -1
(-1 -1 1 k
1 |-1]-1]1
.11 -1 41 1
1|1 |[-1]1 ]
0 {0 (O {O
{0 |0 |0 1
a |0 JO0 {0
0 |-a|0 {O i
0 |« |0 |O ;
0 |0 |-«f0 ]
0 (0 Ja |0
0 |10 [0 |-« ;
0 10 |0 |«
must be determined. Axial points are those values for each design factor which are ﬁ
set when the rest of the design factors are zero (with the exception of the center ;
point). The center points are found by (Myets, R. H., 1976):
QF\*
a= (%) (3.76) :
4 :
where, y
Q = [(F+T)i~Fz
F = number of factorial runs = 2* =16 ii
T = %2k+1=9

Table 3.6 shows the “levels” of the design variables (i.e., 1,0,-1 and &) used for
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Table 3.7. Design variable ranges

VARIABLE UNITS MINIMUM | MAXIMUM
| Primary Mirror Diameter | meters 1.5 2.5 ]
Beam Diameter centimeters | 5.0 15.0
Orbit Radius kilometers | 8000 42,000
(From center of earth)
Time Response seconds 1.0 4.0

data collection and in the regression analysis. The value for a is 1.414. The complete
factor design matrixis presented in Appendix G. This scaling of the design factors

over their range is discussed next.

8.5.2.3 Selection of Design Variables Ranges The design variables each

have a range of possible values. These ranges are listed in Table 3.7.

The primary mirror maximum diameter was selected as that of the largest solid
orbiting mirror in existance today; this mirror is on the Hubble Space Telescope. The
minimum diameter was selected to-be below the limiting resolution of current small
mirror satellites (Sky and Telescope Magazine, Apr 90). The largest extreme carries
the penalty of high manufacturing costs and high mass. but allows for maximum light
reception. The lowest extreme produces-the mimimal mass for the optical system at

a reduced cost, but also restricts the amount of light reception.

The beam diameter contributes to the stiffness of the vibratory modes in the
frame structure. The larger the diameter, the stiffer the structure; this quality
reduces the magnitude of vibrations in the system. However, an increased heam

diameter increases the mass of the satellite as well.

The system is allowed to take on an orbit from low-earth to geosynchronous.
A low-earth orbit allows more light to be gathered from the missile, but the satellite
may need to slew faster during tracking than if it were farther out. The faster slewing

leads to increased system vibrations.
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The time response of the control system is slightly more complex to set than
simply inserting the value into the control algorithm. This algorithm also incorpo-
rated an overshoot value which, along with the time response, needed adjustment ‘o
produce a stable system. However, the control model was constructed in a manner
such that the settling was a variable which best characterized the control model’s

performance.

3.5.2.4 Design Variable Scaling Often it is convenvient to scale, or
code, the design variable values. This method is particularly useful when the vari-
ables cover ranges which differ by several orders of magnitude. Another benefit is
that of avoiding the mixture of different units of measure. In the system model, both
situations are present. For example, the beam diameter has a range of a few centime-

ters, whereas the orbit radius range is over 30 million times that of the beam. Also,

the first three variables are in distance measures, but the time response is measured

ir. units of time.

When defining a region of interest for a variable z;, define the range as S; and

the center value as ;0. The scaled value of z; is represented as:

Ti — Tig

fi=

3.77)

S

This transformation conforms the usual range of design factors to fall between
-1 and +1. The CCD design requires model simulation at values of 3¢ to determine
a second order -empirical model. Once optimization of the empirical model is com-
pleted, the values for the design variables are obtained by solving the above equation

for z;.

3.5.8 Individual Optimums The completed model was exercised using the
factor settings previously specified. For each of the 25 different model simulations,

data was collected on the four erformance measures. See Appendix G for the raw
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performance data for each system simulation. Because tie collected data represented
different measurements of system perfcrmance and no attempt was made to establish
specific goals for any of the performance measures, it was decided to optimize ihe
performance measurements in a vecsor sense. To optimize this system, it was decided
to simultaneously minimize mean track error, inverse light intensity upon the primary
mirror and system mass while maximizing light i:jtensity upon the detector divided

by the image variance.

3.5.8.1 Data Standardization The first step towards analyzing the sys-
tem performance was standardizing the collect » 1 data. It was derided to convert the
collected data into ucitless values. Each collected performance measure constituted
a vector of samples from the performance measure domain. For the matrix of raw
performance measures collucted, w; ;, (i=1,...,25, j = 1,...,4), sample means p; and

sample variances 5%; were calculated using the following equations:

1 25
M=oz ;ww (3.78)
2 1 & 2
5i"=51 (wi; = ;) (3.79)

i=1
Each sample was then standardized into unitless performance measurements,

Yij, using the following equation:

Wi — K

iy = St (3.80)

It was then possible to compare system designs and performance without regard

to the units of measure. See Appendix G for the transformed performance data.

3.5.3.2 Regression Analysis Least squares regression was applied to

find empirical models for each of the uniiless performance measures with respect to
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the design factors. The software package SAS was employed to perform the regres-
sion analysis. The regression analysis resulted in second order polynomial equations
estimating the response of the system performance measures. A full second order
regression with four factors would normally result in the estimation of 20 individual
model parameters. Unitless data hus zero mean. Therefore fp = 0 and 19 param-
eter estimates are required for each model. Statistically insignificant parameters
were disregarded resulting in empirical models with four or five factors. Statistical
analysis was performed using the resulting analysis of variance (ANOVA) tables to
ensure the models provided accurate estimates of system performance and that any
parameter estimates were not equal to zero. See Appendix G for regression ANOVA
tables. The residual errors for each model were plotted to ensure the models were not
biased with respect to predicted values. See Appendix G for residual plots for eacu
model. After examining the ANOVA tables and residual plots, it was decided that
the four empirical models provided acceptable estimates of the system performance

measures.

3.5.3:3 Individual Optimums FEach performance measure is described
by a second order empirical model. To find the collective ptimum, it was first
required to find the optimum of the individual performance measures within the
design region. The four unitless empirical models describing the system performance

determined by regression analysis are:

MTE = —.534017f, + .825842f, — .35130f1 f2 + .45128(f,% - .8) (3.81)

ILT = 855107f; — .536822f, — 407221, f, +.185200(f,2 - .8) (3.82)
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Table 3.8. Optimum design factor settings.

Performancz | Optimum | f; fa fs fa
Measure :

MTE -1.5295 | 41240 | -1.414 0 0
ILI -1.1505 | -1.414 0 0 |-.1061
IVR 1 33733 | -1.414 0 0 1.414 |
SM | -1.5776 0 0 -1.414 | -1.414

IVR = —.748866 f, + .486955 fs — 453307 f, f1 + .600363(f1% — .8) (3.83)

SM = 734666 f3 + 793570 f; + 088546 f5 fi + .120191( f3* — .80) + .209531(f,* — .8)

(3.84)
where,
fi = System orbit radius (standardized)
fa = Control system settling time (standardized)
fs = Structure beam diameter (standardized)

fa
~1414 < f; <1414

Primary mirror diameter (standardized)

These equations can be displayed in graphical plots, since each are functions of only

two factors. See Appendix H.

The Automated Design Synthesis (ADS) FORTRAN program was used to find
the individual optimum to the above empirical models. The individual optimum and

corresponding factor settings -are listed in Table 3.8.

The design settings for the optimization of SM and ILI were predictable.
The behavior of MTE and- IV R was not as easily forcasted because of the complex

nature of the response. It was not known to what degree each of rhe design factors
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would contribute to these performance measures. After finding the optimum for each
performance measure, the following comments can be made about the optimums.
The minimum MTE was found at the lowest control system settling time which
was expected but the best orbit was found to be closer to geosynchronous than
low Earth orbit. Apparently, the higher the orbit, the easier it is for the system
to track the missiie. With regard to ILI, it is well known that the intensity of a
light source falls off inversely with the square of the distance to the light source.
Considering that, it is expected that the minimum orbit radius will provide the
highest light intensity. One would also expect to maximize light intensity upon the
primary mirror by maximizing the area of the primary mirror. This is not the case,
‘however. ILI is optimized when the primary mirror is rather small. This is due
to the relatively small change in the range for the primary mirror size and added
vibrations caused by increasing the mirror size. IV R is optimized at expected factor
settings. The orbit radius is at a minimum while the primary mirror diameter is at a
maximum. The optimum primary mirror size provides an insight into the image on
the detector plate with respect to the primary mirror dimensions. It appears a large
primary mirror size provides higher image quality. SM optimum occurs at expected

factor settings, minimum beam diameter and minimum primary mirror radius.

Two of the design variables, time response and beam diameter, were each only
significant in one of the performance measures. The time response was significant
only in the MTE and the beam diameter only in the SM. This result eliminated
these two variables as contributors in the global system optimization to follow; they
would take on minimum values in the minimization of their respective nerformance
measures. This process would be due to the fact that they had no coupling with
any other performance measure. Nevertheless, the remaining two variables coupled
with-the performance measures. Also, they ook on different values for the separate
performance-measure optimums. This result required a simultancous optimization

of all {\e performance measures.

3-88



3.5.4 Simultaneous Optimization Provided with empirical models and their
optimums for each of the four performance measures, a method was required te
select the best design of the system while considering all performance measures.
The method by which to optimize multiple responses of multiple, controllable factors
(Khuri, A. I. and Conlon, M., 1981) involved ‘simultaneously’ optimizing through a

minimization of a distance function p.

Given responses to the system model linear model for a given j*h response can

be expressed as:

V= X0;+ ¢; (3.85)

where ¥; is a vector of p observations, ¢; is a vector of m unknown design
factors, and X is an p by m matrix of constant coefficients. If there were » responses

(i.e. measured system perfomaces), then the model would be:

Y=X0O+e (3.86)

where Y and © are now in matrix form with their columns formed by partitions of

the r vectors corresponding to the i** design. € is a p by r matrix of errors

An important note: When referring to y;;, ¢ refers to the design of the model
and j refers to the specific response number (out of a total of ) for that simulation.

An unbiased estimator for the variance-covariance matrix of Y is the matrix ¥:

$=YT[I, - X(XTX)1XT|Y/(n - p) (3.87)

An important consideration of this formulation is that if » < p — m, then 5 will be

nonsingular.
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A check on possible linear relationships between the responses is performed;
ol riously if a linear relationship exists between any two response, then their global
optimur is completely determined by either one of the separate response responses
optimums. If these dependencies are present, then one or more of the dependent
responses can be removed. The mechanism by which these dependencies are re-
vealed was the DDT matrix, where the ij** component is the j** response corrected

(subtracted) by its mean. In matrix form,

D=YT(I, - 1,1T/n) (3.88)

where 1, is an n vector of ones. If an eigenvalue of DD7 is zero, then there is a linear
dependency among response types. There is also a check on the round-off error of
the numerical data to see if this type of error affects the DDT eigenvalues. The
round off error is assumed composed of independent identically distributed random
variables and its standard deviation is checked against the smallest eigenvalue of
DDT. If an eigenvalue is within, say, three sigma of zero, then it is assumed to be a

possible zero eigenvalue.

The estimate of the responses in matrix form is given by:

Y(z) =7 (z)0 (3.89)

where Z is a vector of p design factors in the form of z= {z1,2s,+,2p-1 }T.

In this research, a second-order model is desired; therefore, some of the coef-
ficients are quadratic combinations of the design factors. An unbiased estimator of

the variance of Y (%) is:

Var[Y (X)) =27 (X)[XTX]™! Z (X)& (3.90)
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The individual response models, g};(?c‘) are each optimized separately to produce
individual optimums, ¢;. If each of the optimums cccur at the same values for z,
then the optimization is finished. This event is extremely unlikely, especially if the

individual optimums tend to drive the design factors towards opposite extremes. The

value of the simultaneous multiple response appreach now becomes apparent.

The following premise is established: A single optimum is desired to be as
close as possible to all the individual optimums. Therefore, form an r-dimensional
Euclidean space with the ¢; and define r as the distance from Y(E) to the vector of

individual optimums, 9.

There are several choices for this distance function, but the one chosen for use

in- this research is: .

r i

¥ (Z),8] = [X(Y(7) - ¢:)2 /D)% (3.91)

i=1

The function is simply a type-of regression on Y(-:;:') where the mean is repre-
sented by ®. It is an adjusted squared mean which is divided by the optimum value s

for that specific response type.

—

This measure is a very valuable tool when the responses, y;(z) are each mea-

sured in different units or are scaled to different orders of magnitudes.

Under ideal circumstances, this distance measure should account for the ran-
‘domness of & by establishing a confidence region about the values of z. Each ¢; is
actually a random value in itself, due to the estimation of Y. However, this con-
fidence region restricts the range of = over which the analysis can be performed.
This research required an analysis over the entire range for z. To restrict the search

, .
than the rescarch group has available.

[0}
]

over small regions would require more tim
‘Consequently, the distance function, p[Y (z)], was optimized after insuring a good
fit for ¥(z,®). No confidence interval for p was established, p being assumed valid

over the entire range of z.
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Table 3.9. Optimization results

min p 83411

f -1.2708

f2 -1.414

fs -1.414

fa .099513

Orbit radius 9,723,840 meters
Settling time 1 second
Beam diameter 5 centimeters
Primary mirror diameter | 1.5352 meters
MTE -.39158

ILI -.8003774
IVR 2.0269969
SM -.7119192

8.5.5 Best Design Once the individual optimums were found, the p vector
was formed and ADS was applied to find the smallest value over the range of values

of fi, f2, f3, and fy. The results of the optimization are listed.in Table 3.9.

The values for the individual responses are derived from the empirical models. The
following observations can be made about the optimal system configuration. Opti-
mum orbit radius was affected by three of the four performance measures, resulting
in a value in the middleof the design space. The same thing occurred in determining
the optimum primary mirror diameter. Settling time and beam diameter optimums
were affected only by one performance measure pushing each factor to the edge of the
design space. In general, the combined optimum system provides performance close
to the individual optimum systems. The relatively low Earth orbit reflects the need
for the shortest practical distance between the missile and system. This is caused
by the need to maximize the amount of light incident to the detector plate. If this
system were just a single satellite in a space defense constellation, a low Earth orbit
for the constellation would mean more satellites would be required to cover the area

of interest. A complete defense system configuration has not been considered here.
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Therefore, the orbit-radius optimization was not affected by the number of satellites
required to perform the mission. If the complete system was considered, it would

-undoubtedly drive the system to a higher orbit.

The time response was minimal, since it was only a significant factor in one of
the minimized performance measures. Nevertheless, this system should have as fast
a control system as possible within constraints. The control system will be limited
by thesize of practical controllers. Of course, the system should be stable with the
control system attached. Also, this design research has not examined the amount of
stress placed upon the structure of the system due to the control action. It would be
possible to perform a strain-stress analysis upon the chosen design to find the limits
-of applicable control. Once the control constraints have been determined, a control
system should be chosen to maneuver the system as quickly as possible to acquire

the missile.

The beam diameter was minimal for the same reason as the minimal time
response: it was significant only in the minization of the system mass performance
measure. It was expected that a small beam diameter would have a detrimental
effect upon the image quality by causing vibrations in the optical system, but the

regression analysis did not support this hypothesis.

The optimum primary mirror diameter has been influenced by the need to
acquire a sharp image of the missile while also needing to reduce weight. As the
primary mirror surface area increases with its radius, so is the mass increased. The
midrange setting of this design variable illustrated the conflict of keeping the system

mass at a minimum, yet maximizing the light collected by the primary mirror surface.
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IV. COMPARISON OF METHODS

4.1 SUBSYSTEM LEVEL DESIGN AND ANALYSIS

The development of a complex system traditionally requires a division of labor
within a design group. Historically, the group members are separated into smaller
working teams in accordance to their technical specialties. These teams are then
required to develop a subsystem which most closely fits their expertise. The de-
velopment of these subsystems requires simulation models to some level of detail.
Engineering modeling, up to the middle of this century, generally required a set of
well-used formulas and a large set of initial assumptions to produce a first prototype.
The prototype would be tested and the design flaws would be corrected in the model.
Further analysis, prototypes, and testing would follow. This design process could
involve many iterations; furthermore, with separate design teams interfacing as pre-
viously mentioned, the cost and time required for development could grow quickly.
With the recent advent of computers, however, the testing and model modifications
can now be accomplished in complex computer models. Sweeping assumptions to
simplify the model need not always be impleinented, thus allowing quick and accurate

modeling.

Computer modeling, while alleviating many system engineering burdens, em-
phasizes others. The specialization of engineering disciplines created whole new
languages and perceptions of how simulations should operate. For example, the pri-
mary concern of an electrical engineering team could be the mathematical value of
the plant to be controlled; yet, they may have only the vaguest notion of how to
obtain this value or of its sensitivity to other subsystems. A mechanical engineering
tearn may be providing this plant value to the previous team; this tcam could be
similarly unaware of the plant’s affect on the control subsystem. As the complexity

of systems increases, the number of subsystems and design teams increase; this es-




calation in the number of engineering projects requires structured methods for the

models—as well as the engineers—to interface effectively with each other.

Several project management techniques are available to manage the problems
listed above. At least one member from each engineering team is selected to form an
integration team. Information on the input and output of their different subsystem
models are coordinated at the integration team level. Another variation of this
integration team is to compose its members from outside the separate engineering
groups. This team would be uninvolved with the details of the separate subsystems;
they would be primarily concerned with the passage of information between the
subsystem models. The last approach is to have no division of the design group;
instead, the group is given the task of designing the entire system. They must
develop it as one unit without concern about integrating their results with anyone

else.

These management methods have parallels in the approaches used to handle
model integration. Three of the most promising are the unified computer language

approach, Inte_.ated Structural Modeling (ISM), and bond graphs.

The Jet Propulsion Laboratory is investigating the coupled effects of structural
vibrations against highly precise optical ray tracing (Briggs and others, No Date).
Their models are all exclusively developed in one, unified, computer modeling lan-
guage: MATLAB. MATLAB is a matrix-manipulating computer package which has
many engineering-oriented subroutines. The philosophy of using one language to
handle the entire simulation is analogous to the management approach of not sepa-
rating a group into design teams. The individuals of the group will be knowledgeable
about the entire system simulation; to do this, the expertise of these individuals must

be extremely high in nearly all the necessary engineering disciplines.

This technique of system integration has several benefits. It requires all the
functions of the system to be modeled in similar detail. There is no concern about

exporting or importing data for the simulation, since all of its requirements are
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handled intern:ll* The model can be used throughout an entire design process by
continually adding detail to the system model. Even though the unifying computer
language technique has merit, there are several drawbacks. The primary difficulty,
from a system engineering viewpoint, is that the system simulation model is devel-
oped without great regard towards external integration with other system models.
This trait is often undesireable in a model; another design team may wish to easily
build upon the original model by transporting its functional I/C to other popular
engineering simulation packages. Also, there is the danger of completely submerging
the subsystem models into the global system model. This merging process makes
simple structural chauges in a subsystem model difficult to accomplish without af-

fecting the entire system.

Lastly, some models may require intensive effort to simulate in a single code.
MATLAB is a very versatile programming tool, but there are many problem-specific
tools available that perform certain simulation more efficiently. For example, NAS-
TRAN is specifically developed for finite element structural analysis. A tool or
technique which incorporates different, separate models could be ..a0re beneficial for

system modeling.

A computer package which is specifically designed to interact with external
simulation packages is ISM. The function of ISM is transform the output and input
files of these separate packages into its own format. ISM is then used to manipulate
this data and/or translate the data between the separate models. These models
can reside in MSC/NASTRAN, COSMIC/NASTRAN, ANSYS, MatrixX, EASYS,
BDISCOS, TOPS and others. Some of these models are external to the ISM inte-
gration program; others are internal (see Figure 4.1). This philosophy of computer
management of models is similar to the engineering management technique of using

a separate system group coordinate the specific engineering design teams.

The satellite system could be modeled using ISM. The structure model would
be exercised in NASTRAN, the controls model in MatrixX, the orbital and ballistic
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Figure 4.1. ISM schematic.

model in BDISCOS, and the optical model in COMP or TOPS. The bulk of the
structural model in-Chapter 3 was prepared in NASTRAN, so implementing ISM
for the structure is straightforward. Additionally, the optical system model was based
on the same fundamental methods as in COMP; therefore, it could be implemented
with some additional effort. The controls, orbital and ballistic missile models would

have to be completely programmed from the beginning; controls in MatrixX, orbital

and ballistic in BDISCOS.

A benefit of ISM is its simple concept. A system works internally through its
input/output (I/O) exchange between subsystems; ISM functions as a facilitator for
the process. In theory, ISM allows an engineer to retain his models in a simulation
package best suited for his needs and still allows for integration with other dissimilar
models and codes. The separate models are independent; changes in their construc-
tion do not affect the rest of the total system model as long as the I/O format is
correct. If indepth, numerical manipulation is necessary between models, ISM has

in-house programs which can accomplish many transformation tasks.
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There are many disadvantages to using ISM and similar techniques. Computer
management solutions tend to requirz a high proficiency in computer network and
programming skills; ISM is a prime example of this requirement. Its commands are
complex, difficult to understand and implement. ISM communicates effectively with

computer programs, but its communication with humans is very poor.

The passing of data between models in computer-oriented integration programs
has a fundamental flaw: the data are merely numbers to be used; they have nc
meaning to the computer package. This flaw is nonexistent in bond graph theory
and therefore is a much smaller problem in the computer implementation of bond

graphs.

Frequently a design group wants to optimize a system through active change of
the subsystem variables. Using separate codes for different models usually requires
each model’s parameters to be changed by accessing them through their specific
parent simulation codes. This process is very inefficient. In general, using several
different simulation codes to simulate one large system is not efficient. An alterna-
tive is to have separate models, but retain them in a single simulation language or

package.

The bond graph method is a single theory which can incorporate widely differ-
ent models. Bond graphs treat all engineering models as subsystems of power flows;
thus, dissimilar engineering disciplines can be directly linked in an overall system
‘model. The computer package ENPORT uses the bond graph theory to link dif-
ferent models together to form a single system, but additionally allows input from

other models which are not modeled as bond graphs.

The use of bond graph modeling in system development is analogous to the
use of the first integration team mnentioned above in system management. Here, an
integration tool is used that can go into detail in a specific disciplire, interface only
peripherally with another and still retain the aspects of the total system. Bond graph

construction produces a graphical road map (with or without a computer simulation
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package) from which a system engineer can clearly define the interface connections.
And most importantly, the theory requires all input/output to be expressed explicitly
in terms of power. This requirement stems from the fact that this integration method
is a theory and not just a design approach. Thus, bond graphs address the problem
-of interpretin’ ubsystem model interactions by building the power flow requirement

into its theory.

Bond graphs have been used in a wealth of different fields. At first, the tech-
nique was primarily used to model distributed, lumped systems, but have since been
used to describe engineering problems ranging from itructural modal analysis to
pipeline transients and even to economic systems(Bos and Breedveld, 1985). All of
these fields of application center on the premise of power flow, and consequently can
all be described in the same language. This simple fact is a great aid in communi-

cation between different engineering communities.

The flexibility of bond graphs as a modeling tool is illustrated by investigating
areas of interest for the satellite system which were not fully modeled in the research.
The four areas are: flexible optics, thermal effects, passive vibration control, and

active vibration control.

4.1.1 Flexible Optics The design and development of flexible optical space
platforms will undoubtedly require a vibration sensitivity analysis. The system
model contains the ability to determine the effecté of vibrations on the optics as
a system. However, the model does not allow displacements between the different
optical components. A more accurate model of the system may be achieved by

allowing motion between the different optical components.

The system model adapts easily to this change. The vibrations model contains
all the dynamical equations of the structure. If the optical structure is allowed te
become flexible (instead of rigid), the structural vibrations model must be changed.

The-original structures model was based on the NASTRAN analysis of the system.
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A new system would be modeled, adding a flexible subsystem of bea.. to connect

the optical components.

4.1.2 Thermal Effects It is possible for t. . effects of thermal radiation to be
a factor in the design of space based optical systems. The effect of structural heating
due to thermal radiation manifest itself as a displacement in unconstrained beams.
Temperature displacements in the beam may be due to either uniform changes in
temperature or to differential changes. A uniform change refers to a temperature
change that is constant throughout the beam. A uaiform change causes the beam to
increase or decrease in length. All other dimensions of the beam will change propor-
tionately, but only the change in length is significant in most cases. A differential
change means that the top and bottom of the beam are subjected to different tem-
peratures, while the average temperature remains unchanged. The-member will not

change in length but will undergo a curvature of its longitudinal axis.

With an understanding of the thermal environment of the system, both the uni-
form temperature change and the differential change in temperature-can be defined
for each beam as functions of time and/or other system parameters. The primary
effects of structural heating due to thermal radiation can then be incorporated into

the model using the existing modulated transformers.

4.1.83 Passive Vibration Control In the current systein model, no attempt
was made to isolate the optical assembly from vibration in the outer structure. The
system, including the optics, was modeled as one body. The orbital dynamics model
and the rigid body rotational model combine to model the rigid body characteristics
while the structural vibrations model captures its flexible characteristics. However,
the system model can be expanded to include some ; ,rm of passive vibration control
at the connection points. The most effective way to add passive vibration control is to
model the outer support structure and the optical assembly as two bodies connected

by spring and damper assemblies. In doing so, the bond graphs that modeled the
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dynamics of the one body system would be duplicated and added to the original
model to form a two body system. An additional structural vibrations model would

be added to captures the flexible characteristics of the optical assembly.

4.1.4 Active Vibration Control One large item of interest in the control of
large flexible space structures is active control of structural vibrations. Once again
the problem of not having a fixed frame of reference from which to apply forces
is present. Thus any attempt in actively controlling vibrations will result in the
actuator being mounted on the structure itself. The difficulty is that when the
structure moves, the actuator moves with it, resulting in dynamic coupling between
the actuator and the structure. In order to design an effective control algorithm, this
coupling must be accounted for. Many research projects are involved in modeling
this coupling and Jetermining optimal placements of the actuators on the structrre

as well as sensor placement.

The techniques utilized in this study can be easily extended to active vibration

control using linear proof mass actuators.

The bond graph of the proof mass controller is shown in Figure 4.2. The ap-
plied force to the proof mass-is supplied by an electromagnetic motor. The electrical
current in the primary windings is converted to a mechanical force on the proof mass
through the magnets in the ring. The conversion from a flow signal to an effort signal
is accomplished with a gyrator. The modulus for the gyrator is equal to the force

constant of the motor.

Intey-ating this bond graph with the system is shown in Figure 4.3. The active
controls model interfaces with the vibrations model. The modal acceleration of the
structure can be easily determined from the forces applied to the modal masses. The
modal accelerations are then transformed to generalized acceletations which ate then
input to the proof mass controller. In return, the resulting active control forces upon

the structure must be sent through transformers to get modal forces. The resultant
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Figure 4.2. Proof mass controller bond graph.

modal forces, due to active vibration control, are summed with the modal forces
due to momentum wheel-control. The summed modal forces are then applied to the

vibrations model to determine the motion of the flexible structure.

4.2 SYSTEM LEVEL DESIGN AND ANALYSIS

The system-design and analysis process was that process involved in the de-
velopment-of the entire-satellite system. In the simulation arena, this process can
e divided into three general activities: Individual models, system integration and
system optimization. The -comparison of conventional modeling and analysis meth-
ods and those of bond graph methods will be divided among these three different

activities.
4.2.1 Individual Models

4.2.1.1 Conventional Methods The use of specialized computer simu-
lation packages in the conventional methods have been mentioned above. These
codes can become quite complex, depending on the discipline to be simulated. For
example, the satellite structural dynamics model was modeled in MSC/NASTRAN.
The structure was simple in concept and had few finite elements defined. How-
ever, NASTRAN was quite difficult to learn; in fact, another computer package,
SDRC/IDEAS, was used to develop the dynamics structure. The NASTRAN code

was then written by IDEAS. In other words, a computer translator was necessary to
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communicate with the modeling computer package. Though other modeling pack-
ages may be mcre user-friendly, they also have similar complexities. The advantage

of these packages, however, is that they can handle very detailed simulations.

Subsystem models of different disciplines traditionally require different mod-
eling techniques and simulation packages. A structural dynamics model would not
normally be modeled in the same package as that of an orbital dynamics model.
Consequently, a separate technique or computer package must be learned for each
subsystem. The six different models of the satellite system, for example, must be

modeled in four or five separate computer simulation packages.

One advantage of the traditional use of computer simulation packages has been
in the advance of graphical vuiput capability over the last two decades. Some simu-
lation packages can produce highly detailed and very helpful graphical outputs to the

user. These outputs are usually in the form of screen or hardcopy graphics. Some of
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the common ones include PATRAN, MATRIXx, IDEAS, and others. However, this
graphical ability is not available for all disciplines nor is it standardized. The qual-
ity and indeed the meaning behind the graphical output varies from one specialized

package to another.

4.2.1.2 Bond Graph Methods The bond graph method produces sub-
system models which are entirely complete in their descriptions. The purest output
of the bond graph analysis is a set of state equations which describe the model’s

behavior; state equations are very manageable from a numerical point of view.

The bond graph method crosses many different engineering disciplines while
using the same exact terminology. A bond graph used for electrical circuits has the
same-symbology and notation as a bond graph model for a structural model. One

theory and one language may be learned for a variety of different models.

Bond graph theory provides a useful and intuitive graphical interface. The
graphical output is more than the visual display of the simulation result, as-in con-
ventional simulation outputs. There are graphical maps which vividly display the
interconnections inside and between subsystems. These interconnections are not
just hypothetical connections on a flow chart; they represent physical power flow
which has been quantified. In other words, bond graph diagrams are not merely
output displays; they visually represent the actual construction of the system and

its subsjstems.
4.2.2 System Integration

4.2.2.1 Conventioncl Methods After developing the separate subsystem
models, they must be integrated to form a single, complete, system. Conventional

modeling methods have some real difficulties here.

The separate, subsystem models are often constructed independently and in

different computer simulation packages. Consequently, the output and input, or
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[/0, requirements of the different models may not be compatible. Some models,
while good for a specific analysis in a particular area, simply may not be suitable for
integration into a system. For example, a structural engineer may develop a model
for dynamic analysis which is only half of a symmetric structure. This is entirely
reasonable, but integrating only half of the support structure into a total system

simulation would not be acceptable.

There are also computer integration problems. Often, the connection of dif-
ferent subsystem models, housed within separate computer simulation packages, re-
quire manual data reformatting and transfer between these models. When computer
punch cards were used years ago, this process meant a person literally typed new
input cards and carried this new data to the next simulation computer. Today, this
information flow between subsystem models is accomplished electronically, but hu-
man interface is still required. In addition, a high level of computer experience may
be required to connect the different simulations together. Though these problems
seem to be a computer programmer’s problem, the system engineer is the person

who usually must solve them in order to have an effective system simulation.

4.2.2.2 Bond Graph Methods System integration of models is where the

bond graph method really shows its power.

The use of bond graphs force the modeler to anticipate the future integration
of his model into a larger system. This is because all input and output information
must be in the form of power flow, or perhaps in signal flow. Thus, the system
model is formed by using bond graph connections between the subsystems. There
is no incompatibility problem concerning the transfer of data between subsystems,

either from a conceptual or programming standpoint.

One more important aspect of bond graphs was made apparent during the
satellite model development. A discipline which may not be readily adaptable to the

bond graph theory can still be integrated into a bond graph system model. This is
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possible because bond graph modeling allows for block diagrams in signal processing.
In this case, modeling an exact ray-trace model of the optical system was possible
only by creating a FORTRAN program. However, the optical model was restricted to
importing and exporting in terins of signal flows; specifically, in terms of positions.
This allowed direct integration of the FORTRAN simulation into the entire bond

graph system model.

Bond graphs facilitate a complete model simulation. The subsystem models
are connected by power bonds to form a larger system model. The amount of power
in a bond is determined by the state of the energy variables at any given instant
in time. In the satellite system model, the control subsystem model is connected
to the satellite rigid body model and the structural vibrations model via a single
0-junction. The control power is distributed into the bonds of the separate models
based- upon the state of the satellite system model’s energy variables. In general,
‘there is a natural coupling between subsystems information flow. The subsystem
interactions are readily identifiable, since all the flows are displayed in a graphical

nature right down to the subsystem level.
4.2.3 Optimization

4.2.8.1 Conventional Methods The process of system optimization re-
quires system-level performance measures to be collected. This collection process
consists of varying the subsystem variables values at specific levels and then collect-
ing the data for analysis. The conventional system model is a connection of disjoint,
specialized computer simulations. Performance measures are often difficult to collect
in such a system. In addition, a design variable change in one subsystem model may
have its affect isolated in that one simulation. The system-wide effect of this variable

change, however, may need to be more wide-spread.

Search procedures, such as the Golden Search technique, are commonly used to

optimize simple models towards an optimum performance level. A system composed
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of disjoint, specialized subsystem models, however, may require intensive manual
data transfer during a single optimization iteration. With a search method requir-
ing hundreds, even thousands, of optimization iterations, this technique is clearly

impossible.

4.2.3.2 Bond Graph Methods The bond graph of a system is a com-
plete, unified model. It can be manipulated and examined as a unit, or investigated
at lower levels if desired. System performance measures are therefore collected from
any system level or from any subsystem. When variable changes are made during the
data collection process, the effect of this variable change is immediately distributed

throughout the system via the power bonds.

Search procedures are very simple to implement into a bond graph model.
Since the system is entirely described in a single model description, attaching a

search algorithm will make the optimization of the system an automated process.

The system analysis process often may involve major changes to the system
model or the subsystem models; it may also require-new subsystems to be added to

the current model.
4.2.4 Flexibility

4.2.4.1 Conventional Methods After a system model is analyzed at a
specific level, various subsystem models will probably be increased in detail. Conven-
tional subsystem models, in their specific computer modeling packages, are built to
allow increased detail. A new subsystem model may be required, but the foundation

for its construction will have been laid by the simpler model.

However, the addition of a new subsystem model to a current system model
results in the same integration problems as earlier detailed. The new subsystem

model may have compatibility problerns with the original model. If the new model
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is implemented on a computer simulation package different from the ones previously

used, then there is the additional problem of learning another language or discipline.

4.2.4.2 Bond Graph Methods Bond graphs can go into greater detail
for subsystem or system models. The structural vibrations bond graph allows for
a simple increase in the number of modes used in a given analysis. This increase
is accomplished by simply adding another 1-junction at the top of the modal bond
graph “tree”; the appropriate power bonds and transformers are added from each
0-junction. The structural vibrations model also shows how bond graphs may lose
their graphical simplicity as detail is increase. This problem results in all the power
flow interconnections becoming woven into a confusing maze. The problem appeared
on an early effort in this research. Bond graphs were used to simulate structural finite
elements; with less than twenty elements in the structure, the structural subsystem
model became unreadable. This initial setback inspired the use of modal analysis
for the structural dynamics problem. The modal analysis method allowed for a more

simple bond graph, yet still allowed for an equal degree of accuracy.

The bond graph system model can easily handle a new subsystem model. If
the new model is in a bond graph form, then the power and signal flows merely need
to be added to the appropriate junction structure. If the new subsystem model is
not adaptable into a bond graph form, then it must merely conform to power or
signal 1/0O. The integration of this new model would be accomplished in a manner

similar to that of the optics subsystem model used for the satellite model.

‘ ‘There were specific expansions/adaptations which were investigated for the
satellite model, but were not added as part of this research (see Appendix I). These
expansions/adaptations handled thermal effects, flexible optics substructure, and
passive and active vibration control. These expansions/adaptations exhibited the
flexibility of the current satellite system model to incorporate additional subsys-

tems.
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V. CONCLUSiIONS

Bond graphs and Systems Engincering methodologies were found to be an
extremely powerful conceptual design tool. Bond graphs allowed the integration of
several different models while Systems Engineering methodologies were very good at

defining the interfaces between the different models.

The initial construction of the individual models was easy and resulted in sim-
ple models that accurately described the dynamics present in the system. Traditional
techniques invariably result in overly complex subsystem models. The complexity
of these models hinders the design engineer in the determination of the important
system variables. These variables are the ones that have the greatest effect on the
system -performance. By defining the important system variables, the design engi-
neer can focus his attention on these variables and base early design decisions on

these variables.

Bond graphs allowed for integration of several subsystem models involving
different engineering disciplines into-one complete system model. This was accom-
plished routinely. Traditional methods provide an extremely difficult, if not impos-
sible, method for integrating several models together. Without a complete system
model it is virtually impossible to determine how the dynamics of the complete
system will react as a function of time. Because bond graphs allowed for this in-
tegration, the complete system dynamics could be seen. Any changes made to the
system-model was immediately seen in the total system performance, thus allowing

the design engineer to see immediate results.

Bond graphs were also shown to be flexible in that they can be quickly modified
to reflect design changes. The addition of more subsystem models to the system
model is quickly accomplished by modeling the power flow between the systems.
Thus the -entire system design can be changed by adding a new susbsystem and

immediately affect the overall performance of the system.
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A complete system model was created, thus allowing for optimization of the
system as a whole. Traditional techniques focus on the optimization of individual
models because optimization of the system as a whole is nearly impossible. How-
ever, because the entire system was represented by a single model in bond graphs,
optimization of the complete system was shown to be possible. This optimization
focussed on the important system variables and the effects they have on the system

performance.

As an advanced design tool, bond graphs were also scen to have an important
role. Because changes to the bond graph are done routinely, the entire system model
can be modified as the design evolves in the advanced design stages. Thus a complete
system representation is maintained throughout the design phases allowing for quick

determination of the effects a design change will have on-system performance.

Bond graphs are clearly the system modeling choice during early conceptual
design phases. This is due to the fact that simple models-that accurately ‘define the

dynamics of the system can be built quickly. During advanced design stages, the

bond graph models built in- the-early design phases can be maintained-and updated-

easily allowing for the complete system representation to be maintained.
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Appendix A. MISSILE DYNAMICS MODEI,

A model of the missile dynamics was required to determine system design
parameters. The model was also used to provide inputs to the system during perfor-
mance evaluation. Three models were developed. A math model was first developed

and then used to develop both a SLAM and bond graph model.

A.1 MATH MODEL

The missile math model was developed with the assumption that only two

forces act on the missile, gravity and thrust. The missile trajectory was also assumed

to be planar with respect to the earth frame.

A.l1.1 Gravity The gravitational force on the missile is:

_ GMm _ pem

F Rz R

(A.1)

where,

F = Gravitational force

M = Mass of earth, kg

G = Gravitational constant, kg_k-"';'z?f
pte = GM = 398,601.2 Am°

m = mass of missile or satellite, kg

R = distance of cbject from center of earth, km

We associate F' = magravity, 50 @y = £5. The direction of this acceleration
is always towards the center of the earth. One way to represent this is by using a
cartesian coordinate system on the earth frame. Each component of the acceleration,
az and ay, is along their respective earth frame unit vectors. A programming method

for determining ays and agy, is by taking the components of the position vector Ry,
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dividing them by | R |, and multiplying the product by | @, |:

R, P R _ te Rz

=aq. . = . = 2
% =% TR~ TRF TRI [RF 42

where | R |=,/R2 + RZ. Similarly,
/‘eRy (A.3)

= kP

A.1.2 Thrust If an object has a constant thrust, an acceleration due to that

thrust ar , can easily be determined. If the mass of the missile is constant,, then:

THRUST
T = TOTALM (4.4)

where TOTALM is the total mass. But, the thrust is produced by a loss of mass,

therefore:

. THRUST
T~ TOTALM — MFR-TIMEs

(A.5)

where MFR is the mass flow rate of the stage and TIMEg is the elapsed time during
stage burn. The mass flow rate is a function of the thrust and the exit velocity of

the propellant (V) then:

THRUST _ THRUST
Ve - Isp‘g

MFR = (A.6)

where I, is the specific impulse of the engine and g is e acceleration due to gravity
at sea level. The maximum duration of the stage burn (TSB) is a function of the

propellant mass (PROPM) and the mass flow rate where:

PROPM
TSB= 3 (A7)

The duration of the acceleration due to thrust for each stage (maximum value
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of TIME;) has a range from 0 to TSB. This duration can be altered for each stage
to control the missile trajectory. The acceleration of the missile due to thrust is
assumed to be in the direction of the velocity vector. In a manner similar to that

for a4, the components of acceleration due to thrust are:

o THRUST A (A8)
T2 = TOTALM ~ MFR-TIMEs |V | '
T
THRUST . (A9)

“v= TOTALM — MFR-TIMEs |V |

where,
|V |=V2+ V2 (A.10)

The final math model of the missile dynamics is then:

i =V (A.11)

=Y (A12)
 —peR. THRUST v,

“» = “TRP T TOTALM - MFR -TIMEs [V] (A-13)

i o e Ry THRUST v, (A1)

[RF ' TOTALM — RMFR.TIMEs V]

Neither the thrust nor the total mass is continuous. The thrust changes dis-

cretely at ignition and burnout. The missile mass changes discretely at each stage

separation.

A.2 SLAM MODEL

Because the missile math model contains both discrete and continuous events,
it was first modeled using SLAM. The SLAM network diagram is shown in Figure

A.1l. The continuous aspects of the dynamics were modeled using Equations A.11
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throngh A.14. The micm1 7as modeled as a two stage rocket in two dimensions.
The flight path can be altered by adjusting the following three parameters:

LCHA = Initial launch angle

WEIGHT1 = Propellant burnt by first stage

PWEIGHT?2 = Propellant burnt by second stage

By adjusting PWEIGHT! and PWEIGHT?2, the burn time of each stage is
altered but not the total weight of the missile. The total weight is constant. The
mode] was used to simulate the launch of a missile from Kansk, USSR to Dayton,

OH. The simulation was made using data for a Titan IIT missile (NSSA, 1973).

Data was collected on the positicn, velocity, and acceleration of the missile.
The SLAM model was verified by checking the missile trajectory, missile velocity at
second stage burnout, and missile position on impact. The SLAM model variables

that are readily available include:

Input Variables

1. Weight of first stage

o

First stage propellent burnt
3. Weight of second stage

4. Second stage propellant burnt
5. Weight of reentry vehicle

6. Launch angle

7. First stage thrust

8. Second stage thrust
Output Variables

1. X position

o

Y position
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Figure A.1. Slam network diagram
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3. Elevation above earth
4. X velocity

5. Y velocity

6. True velocity

7. Acceleration

A.3 BOND GRAPH MODEL

The SLAM model can not be linked directly to the bond graph model of the
system. So, to provide missile dynamics inputs to the system for evaluation, a bond
graph model of the missile dynamics was developed. The bond graph of the missile
dynamics is shown in Figure A.2. The missile was modeled as a unit mass, in two
dimensions, driven by two acceleration sources. Source SETT is acceleration due
to thrust and SEGT is acceleration due to gravity. The missile bond graph is used
to model only the position and velocities of the missile. Because of this, and the
changing mass, sources represent acceleration and not force. Power is not modeled.
SE1 is a function of the mass of the missile and the stage burn time. It changes

discretely at stage separation and was modeled as:

Bl = TOTAL]V?I?;?;;Q-TIME, (A.15)

During stage one ignition TOTALM was modeled as:
TOTALM = MST1+ MST2+ MRV (A.16)

During stage two ignition TO'TALM was modeied as:
TOTALM = MST2+ MRV (A.17)

During freefall, SE1 is set to zero.
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where,
TOTALM = Total mass of missile
MST1 = Mass of stage one
MST2 = Mass of stage two
MRV = Mass of reentry vehicle
MFR = Stage mass flow rate
TIME, = Elapsed time of stage ignition

The gravity source SE2 is a function of position and was modeled as:

e
SE2= 3553 (A.18)

Modulated transformers MTF1 and MTF2 are functions of position and were

modeled as:
X
€5 = €6 * W (Alg)
Y
€10 = €1 * NG (A.20)
Z (A.21)

€15 = €36 ° \/X——;—_T_——l-/;

Modulated transformers MTF3 and MTF4 are functions of velocity and were

modeled as:

g i
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Figure A.2. Missile dynamics bond graph

The initial conditions of the integrators were set to the X and Y position of

Kansk USSR. The output variables that are readily available from the model are:

1. X position
2. Y position
3. X velocity

4. Y velocity

The bond graph model was verified by checking the missile trajectory, missile

velocity at second stage burnout, and missile position on impact.
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Appendix B. REFERENCE FRAMES AND ROTATIONAL
TRANSFORMATIONS

B.1 TRANSLATION OF TARGET VECTOR FROM STRUCTURE FRAME TO
MIRROR FRAME

This appendix will describe the method by which the vector from the structure
center of mass (SCOM) to the target expressed in the SCOM frame is converted to a
vector from the primary mirror to the target expressed in the primary mirror frame.
The method consists of two steps: a vector translation followed by a rotation. The

math representation of this operation is (see Figure B.1):

mi="4, - (ms 4 st) (B.1)
ms= — sm (B.2)
where,
mt = the position of the target with respect to the mirror

st = the position of the target with respect to the SCOM

sm = the position of the mirror with respect to the SCOM

ms = the position of the SCOM with respect to the mirror
m4s = rotation matrix from the SCOM frame to the primary mirror frame.
To understand the composition of the vector sm, we must review the construc-
tion of the NASTRAN model that provides the vibrations of the structuie. The
nodes that make up the structure beams vibrate with respect to the SCOM. The
primary mirror itself is a rigid disk attached to the structure at three points (or
nodes) A,B,C. Due to constraints upon the rigid motion of the mirror, B and C
positions and orientations depend solely upon point A’s position and orientation.

The modal analysis model provides the three transla.ons and rotations of point A.
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Figure B.1. Target vector in mirror frame

Once these values are found, then we can determine the position of any point on the
mirror. Since the mirror is modeled as a rigid body, the angular orientation of any

mirror point is equal to the angular orientation of the connection point A.

The vector sm consists of three separate parts. To find sm, we must perform

the following addition:

sm=sa + sad + amr (B.3)
where,
sa = the position of point A without vibrations
sad = the position deviations of point A due to vibrations
amr = the position of the mirror vertex from the point A

Each vector is expressed in the SCOM frame so that addition to st is possible.
sa is a constant vector thal depends upon the system design. sad is calculated

within the modal analysis model. amr is calculated via the equation:

amr="An- am (B.4)

where,
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am = the position of the mirror vertex with respect
to the point A in the mirror frame am is a con-

A,, = rotation matrix from the mirror frame to the SCOM
stant vector that is defined by the design of the primary mirror. ,, is a changing

rotation matrix that is calculated from the angular rotation of the connection point
A. See Appendix C for a description of the calculation to find An,. After ms is
calculated, we add it to st to get the position of the target with respect to the
mirror in the SCOM frame. The only calculation left to perform is the rotation of
the vector from SCOM frame to the mirror frame by multiplying by the matrix ™4,.

™4, is the inverse of #4,, and is found in a manner similar to 4,,,.
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Appendix C. RIGID BODY DYNAMICS - TRANSFORMATION
BETWEEN FRAMES

A three-axis system of attitude angles is used to describe the orientation or
attitude of one body or reference frame relative to another. Specifically, a 3-2-1
sequence, involving all three distinctly indexed axes was used. In this appendix, first
the transformation matrix is developed and then the transformation is implemented

using bond graphs.

C.1 8-2-1 TRANSFORMATION BETWEEN FRAMES

To develop the transformation, start with a set of orthogonal unit vectors (zq,
Yo, 20) aligned with the inertial frame (0). Any orientation of this set of vectors, rel-

ative to the inertial frame, can be obtained through the following rotation sequence:

1. Rotate the rigid body an angle ¥ about the zp axis. This new position

(frame 1) of the unit vectors is labeled

T, Y1,y 21

2. Rotate the rigid body an angle 8 about the new Y1 axis. This new position

(frame 2) of the unit vectors is labeled z, y2, 22.

3. Rotate the rigid body an aﬁgle ¢ about the new xz, axis. This final position

(frame 3) of the unit vectors is labeled 3, ya, 23.

The transformation matrix that rotates a vector 17; in frame 1 back into the

inertial frame (0) is given by:

V;) =941V~1 (C-l)

where:
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cosyp —sine
%U1=| sing cos
0 0

o

(C.2)

(o=l

(=)

The transformation matrix that rotates a vector 172 in frame 2 back into frame
1 is given by:

Vi =4,V (C.3)

where:

cosf 0 sind
A, = 0 1 0 (C.4)

—sinf 0 cosf

The transformation matrix that rotates a vector V; in frame 3 back into frame

2is given by:
V, =454 (C.5)
where:
1 0 0
As=1|0 cos¢ —sing (C.6)
0 sing cos¢
then,
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lAa=

and,

943 =941 IAZ 2A3 =

cosf sinfsing sinfcos¢
14, A= 0 cos ¢ ~sin¢ (C.7)

—sinf cosfsin¢d cosfcos¢

cospcos@ cosypsinfcosd —sinypcosd cospsinbcos ¢+ sinysing
sintcosd sintysinfsin¢g + cosypcosd sinpsinfcos  — costpsing

—sinf cosfsin ¢ cosf cos ¢

(C.8)

C.2 3OND GRAPH IMPLEMENTATION

By defining velocity vectors VE) and wp in the inertial frame where:

Vo= | Y (C.9)

o = | wyo (C.10)

and velocity vectors V3 and w3 in frame 3 where:

Xs
Y |
Zs

Vs =

(C.11)

C-3




WZ3 WY3 WX3

|
X? Yl3 213 7}// ,\ /I /

/ E =
/ﬂ /]
NTF L < I 1
/
S MNTF3
| | | J 1/ 11 '\1

X0 Y0 Z0

WZO VYR UXD

Figure C.1. 3-2-1 transformation bond graph

‘-JZ’. = wys (C.12)

A bond graph that transforms the velocity vectors from frame 3 to the inertial
frame can be implemented as shown in Figure C.1.

The modulus for MTF1 is:

fout =%3fin (C.13)

The modulus for MTF2 is:

f—out =1AS.Fin (014)
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The modulus for MTI3 is:

fout =94lfin (015)
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Appendix D. CONTROLS

The information provided in this appendix is intended to be an extension of the
information provided in the chapter. Although all the information presented in the
chapter is repeated here, the equations and data used in the chapter are developed

in this appendix.

The satellite was designed to be moveable with the motion created by a con-
trolling algorithm utilizing desired position information. Momentum wheels provide
the torque input to the system to cause motion in a desired direction. The desired

position information can come in three different forms.

The first form is a desired zero position, the position the satellite takes when
no target information is available. The second form is target position as provided by
another system. This information is passed to the system from another system that
has detected Ja»nch and is handing off the tracking responsibilities. The third form
is the optical position information. This is the position of the target as reported by

the optics system.

The optical position information is the most crucial to the systems success.
This is the only mode by which the satellite can provide any useful information to
personnel on the ground or other tracking systems. As will be seen later, control via

the optical information provides unique problems with nontrivial solutions.

D.1 BOND GRAPH

The basic bond graph of a single momentum wheel is shown in Figure D.1.
A momentum wheel uses a high rotational momentum wheel mounted on a bearing
and axle which is rigidly attached to the structure. A torque motor mounted on the
axle provides a torque input to the wheel which in turn reacts and the input torque

is then reflected into the structure thus causing an induced motion. In other words,
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Figure D.1. Momentum wheel bond graph

the structure acts as the base from which the torque motor uses to push against
to turn the momentum wheel. The associated bond graph shows a torque loss due
to damping between the wheel and the structure (R) and even distributions of the
net torque on the structure inertia (JS) and the wheel inertia (JW). As the bond
graph indicates, the induced velocities in the wheel and the structure are in opposite

directions.

As shown, the bond graph represents a two state system with the inertial
momentums of the wheel and structure being the state variables. The bond graph
provides a simple method for representing the physical dynamics of the momentum

wheel structure.

Although the equations for this system could certainly have been determined
using other techniques, bond graphs utilize energy transfer relationships to determine
the dynamical equations of the system. This is similar to Newton-Euler formulations
but provides a graphical method for showing the energy relationships within the
system. This graphical representation can provide unique insights into a system

and shows exactly how different systems interface together and energy is transferred
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between them.

The determination of the state equations involves algebraic manipulation of

the bond graph equations. Since the nodes (1 or 0) define the relationships between

different sections of the bond graph, the majority of the algebraic manipulations take

place at the nodes. For instance, the efforts present at a 1 junction sum algebraically

to zero and the flows are all the same. Conversely, the efforts present at a 0 junction

are all equal and the flows sum algebraically to zero. With this in mir i, « e state

equations of the system can be determined.

At the 1 node,

.f‘. = f2 = f3

E1=SE=E2+E3

and at the 0 node,

fa=fat fs
E3=E4=E5

The constitutive laws for the inertial elements are:

fa= 5—43
_ P
fs = 537
where,
?4 = E4
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ps = Es (D.8)

The algebraic manipulations can now be performed on these equations. First use

Equations D.7, D.4, and D.2 to formulate:

iy =Ey=Ey = SE ~ E, (D.9)

Equation D.9 is entirely defined as a state equation except for the £, term. However,

E2 = f2 * R (DlO)

so by using Equations D.1, D.3, D.5, and D.6:

f2=f3=f4—f5=£4———p§" (D.11)

then Equation D.9 becomes:

ps=SE — R(% - 7’%) (D.12)

Finally since Ey = Ej, the state equations for the bond graph and thus the system

5 T 1

{”4]=[ s JW][I’4}+SE } (D.13)
. R R
Ps -5 W Ps

IREE 4 IR

It is now possible to determine the transfer function of this system using the

are:

[

state equation matrices. The characteristic polynomial of this system is:
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| sI— A= 8%+ s(5% — = (D.15)

and thus the resolvent matrix is:

8(s) = : [3_7% 7w } (D.16)
- | ,

The transfer functions of this system are given as the transformation of the input

signal, SE, to the outputs, p, and ps. In matrix terms these are given by:

where G; represents the transfer function from the input torque to the rigid body
rotational velocity. This transfer function will be referred to as the forward transfer

function, GT'F.

1

GTF = -§—R-J——— T (D.18)

JW.JS

This represents an inherently unstable system that must be controlled through
feedback loops and compensators to provide desired time response characteristics.
The instability is readily seen as being a pole of the transfer function existing in
the right half of the s-plane. This pole results because the inertial properties of the

structure are likely to be greater than those of the momentum wheel.

Further investigation of the physical system reveals the damping factor, R, is
considered to be so small as to be negligible. Since R is the coefficient of friction of
the bearing between the momentum wheel 2nd the structure, the assumption that

the value of R is very small should be valid. As such, the pole in the right half plane
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Figure D.2. Attitude controller block diagram

of Equation D.18 is nearly at the origin. To simplify the model and reduce the
number of states, the damping is considered to be zero and eliminates the need for
incorporating the momentum wheel inertia in the controls bond graph. The transfer
function is then reduced to a simple integrator with the inverse of the structure

inertia as the gain component:

1
GTF = -JES- (D.19)

The intent of the design is to provide a control system that produced the desired
structural rotations in a minimum of time without creating excessive vibrations in
the structure. Therefore, the design was based on developing a compensator to give

a particular overshoot and a particular settling time. The attitude control system

block diagram is shown in Figure D.2. This figure shows the compensator G2 and the

plant of Equation D.19. Different settling times were tried during the optimization

portion of the research while keeping the overshoot the same.

The compensator design is based on root locus techniques. As seen in Equation
D.19, the open loop transfer function of the plant has two poles at the origin when an
integrator is added. The integrator is used to provide position information instead
of velocity. The desired roots are found in the following fashion. First pick a desired
overshoot and a desired settling time. Given the magnitude of the system response

the first time it overshoots the final value is M,, then the system parameters to give

this value are:




e
I-C

Solving for { gives the desired damping ratio of the final closed loop system

M,=1+exp

(D.20)

based on a simple second order response. With ¢ known and given a desired settling

time, the desired natural frequency of the second order response can be found via:

4

= 2
T, Ton (D.21)
Now the desired roots of the characteristic equation are given by:
o =wy( (D.22)

wd = wny/1 — ¢? (D.23)

where,
wg = desired root imaginary part
o = desired root real part

The final trick in this derivation is to select compensator poles and zeros to
give the desired effect. In reality, there are an infinite number of choices that will
yield the desired roots. However, the idea is to select roots that not only yield the
desired closed loop roots but also make the other roots of the characteristic equation
non-dominant. A root is considered non- dominant if the real part of the root is
at least six times to the left of the real part of the dominant root. If not all roots
besides the desired roots are non-dominant, a simple second order response is not
achieved. It is then up to the design engineer to either move the compensator roots

or decide if the resulting time response characteristics are satisfactory.

The choice of the compensator poles and zeros can be illustrated as shown in
Figure D.3. Given the desired roots, oq4 £ jwy, the sum of the angles contributed by

the open loop poles and zeros must sum to 180°. From Figure D.3:
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Figure D.3. Root locus angle conditions

$1,23 + s — Y1 = 180° (D.24)

where @, is the angular contribution given by the compensator pole and 1, is the
angular contribution from the compensator zero. Care must be taken in choosing
either the zero or the pole to ensure that closed poles do not appear in dominant
positions. However, if dominant poles or zeros are present, it may be possible to
place one of the compensator poles or zeros over the dominant roots and effectively
cancel their effects. As will be seen, the choice of the compensator poles and zeros

for this system were further complicated.

D.2 POLE-ZERO SELECTIONS

As mentioned in the text, the resulting system had to be modified to reflect
a type 3 system in order to effectively track an accelerating missile. This in fact
resulted in the need for placing a pole of the compensator at the origin. A quick

application of the angle conditions reveals that the compensator must contain at
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least 2 zeros in order to obtain the desired roots. The resulting compensator would
be a second order over first order compensator. The problem with this compensator
is that it is not physically realizable. Therefore, a second compensator pole must be

added resulting in a second order over second order compensator.

Theoretically, the second compensator pole could be placed as far to the left as
needed. However, physically realizable compensators limit this. Unfort:nately, that
was not the biggest problem. By looking at the angle conditions for this system, it
becomes evident that the angular contributions of the two zeros must be large. So
large in fact that they will result in real poles existing in positions more dominant
than the desired roots. The solution to this problem would be to increase the order
of the compensator to allow for a better selection of the poles and zeros. This was
disallowed for the system model because the simulation software was limited in the
number of allowable state variables and the limit had been reached. Therefore, a

compromise was reached.

A pole was added at the origin to increase the system type from 2 to 3. How-
ever, a zero was added very close to the origin. This, in effect, canceled the effects
of the pole at the origin. The system still exhibited type 2 behavior, but tracking
improvement was seen. The tracking improvement was not a result of the system
being a type 3, but was the result of the pole zero combination near the origin ap-
pearing as a lag compensator. This has the effects of raising the percent overshoot
and increasing the settling time. However, it also has the effects of increasing the

error coefficient, effectively lowering the tracking error.

The selection of the remaining pole and zero were accomplished by placing
the zero at the point on the real axis corresponding to the real part of the desired
dominant roots. This ensures that the resulting roots from this branch of the root
locus will not be more dominant than the desired roots. The final pole of the

compensator is chosen to satisfy the angle conditions.
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Table D.1. Compensator designs.

| Settling Time | Desired Roots | — Compensator |
1.0 sec —4 = 8.618 Gain - EEIE

1.44 sec —2.778 & 77.001 | Gain - (H2T8)s+.05)

3(5+9.446)
5w | ioaii0n | G TG
3.56 sec —1.124 £ 72.832 | Gain - (51.124)(34.05)

3(s+3.867)

. . s+1)(s+.05
4.0 sec —1+;2.15442 Gain - i{—ﬂ—lﬂs.;m

D.3 COMPENSATOR DESIGNS

Five compensators were designed for this research. Each of these were designed
for the optimization portion of the research to study the effects of controller designs
on the system performance. Each compensator was designed for an overshoot of 1.2
and a particular settling time. The overshoot was maintained as constant for each
design while the settling time was varied. The settling time became a design variable
for the optimization study. Table D.1 gives the compensator designs as well as the

settling time and desired dominant roots.
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Appendix E. MODELING THE PHYSICAL SYSTEM

E.1 ORIENTATION

The data and assumptions behind modeling the system depend on the input
restrictions to SDRC Ideas, MSC/NASTRAN, and our design simplifications.

The system is composed of flexible subsystems and rigid subsystems. This
categorization deals only with how we describe the physicality of the subsystems; it
has no bearing on the function of the subsystem. The only flexible subsystem is the
assembly of beams which define the tetrahedron frame. The momentum wheels and

the optical system are modeled as rigid bodies.

The tetrahedron is oriented with the origin at the center of gravity (CG). The
cartesian coordinate system has the XZ plane containing one of the beanis. The
tetrahedron apex is the frame joint which is behind (closest to) the detector plate.
The optical axis defines the z-axis of the entire system, with the negative direction
being towards the apex. All of the beams are considered to be joined by a weld
at their ends. More specifically, these joints have no rotational degrees of freedom
(DOF) relative to the beams, and also the corresponding translational DOF are

fixed. The entire system, however, is dynamically in free-body motion.

The beams are modeled by finite element theory. The elements are linear
Timeshinko beam elements. The frame is built in the SDRC Ideas Engineering
Analysis module under the orientation discussed above. These beams are of uniform
cross-sections and densities. The cross-section considered is solid circular. The

material considered is a generic form of solid graphite/epoxy.

The optical components are considered to be rigid bodies; however, Ideas does
not model rigid bodies with solid elements. An equivalent modeling scheme defines
the center of gravity and attachment points of the optical system with a massless

rigid element. A lumped mass element is defined on the CG node and provides
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the required mass and inertia matrices. In the initial design phase, the optical
components are all rigid with respect to each other. This aspect is modeled as a single
lumped mass representing the entire optical system. Future design iterations require
that the motion of the irdividual components be independent with respect to each
other. This modeling requirement replaces the optical lumped mass with multiple
lumped masses. These lumped masses are defined for each optical component and

are connected by beam elements attached directly to nodes on the frame.

The momentum wheels are modeled with lumped mass elements; this procedure
is the same as for the optical components. However, the lumped masses are connectea
directly to each of the base beams’ center node. Great care is needed to insure
that the body frames (coordinate systems) of each of the momentum wheels are
properly aligned in their individual orientations. The system’s global body frame is

not aligned with any of the momentum wheel frames.

In Ideas, the system is constructed with an arbitrary origin. After its assembly,
the CG is determined and the global origin is placed there. The NASTRAN bulk data
deck is created by converting the Ideas model using the Ideas-interfacing commands.
The NASTRAN executive and control decks are added, and the modal analysis is
run to produce the eigenvectors and modal matrices. These procedures are repeated

for changes in the physical systems’ design parameters.

E.2 MOMENTUM WHEELS

There are three momentum wheels which comprise the control system, each of

the same mass and shape. The total mass is determined by (Agrawal, B. N., 1986):

MAC = 65 + 0.022(M SC — 700) (E.1)

where MAC = mass of control system and MSC = mass of total system. If MMW

= mass of an individual momentum wheel and MS = mass of the system without
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MAGC, then:

SMMW = 65 + 0.022(3MMW + MS — 700) (E.2)

and so

MMW = 16.985 + .075MS (E.3)

Therefore, the masses of the optical system and the frame structure are deter-

mined; then the individual momentum wheel masses are found.

The shape of the wheels was arbitrarily set as disks or thick cylinders. Since the
momentum wheels mass can include an exterior casing, a motor, electronics, etc., the
density was set at less than half that of solid aluminum to 1000 kg/m?3. Therefore,
the volume of each wheel was found by dividing MMW by 1000. By defining a thick
cylinder as having a radius which is four times larger than its thickness, the radius

is produced by:

. [4- wheel volumeJ 3 (E4)

T
The densities and dimensions of the wheels are then used to find their inertias

relative to the principle axes.

E.3 OPTICAL SYSTEM

The shape of each optical component is approximated as a thick cylinder. Note
that this shape is only an approximation for the optical components inertial proper-
ties; the optical ray tracing algorithm does not concern itself with these approxima-
tions. The construction of the primary and secondary mirrors are assumed as honey-
comb structures, manufactured out of a ceramic, ULE (Shannon and Wyant, 1979).
The density for ULE is 2.20E3 kg/m3. The effective density of these components is

obtained from:
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Pefs = Psolid(2- 4+ 2 t) (E.5)

With ¢ = 0.10 m , and a = 0.05 m (which is a very conservative assumption),

the effective density is 660 kg/m?3.

The total thickness of the primary mirror and the secondary mirror are assumed
to pe twice the vertical distance measured from the vertex to the rim. This distance

is expanded from the optical definitions as:

_2r

=1

(E.6)

where r and f are the radius and the focal length, respectively. The lense thickness
is derived in the same manner, but the density is simply that of an optical-quality
glass. The imaging detector is of little mass and is neglected. However, this detector
is mounted on a detector plate, which is considered to be a rigid disk. This disk
is arbitrarily 10 cm in diameter and 50 mm thick, with a density of 2700 kg/m®.
This disk could have been completely ignored in the current simulation; however, it
was included to allow for an expansion of the research in the future. This expansion
would be the inclusion of motion between the individual optical compc'ments. If the
detector plate were ommitted, the relative motion between the lense and the plate

would be unattainable.

After all the optical components masses and intertias have been determined,
they are combined into a single optical system mass and inertia tensor. This re-
duction is possible only for the first concept of the total system, with no relative
motion between optical components, the inertia tensor will never change relative to

the optical system’s principle axes.




Appendix F. EXACT RAY TRACE DESCRIPTION

Typical optics systems involve complex geometrical configurations of geometri-
cal shapes used to reflect or refract light rays. The problem with these systems lies in
the fact that exact ray tracing can be very difficult for relatively simple systems. As
such, a paraxial approach is typically used as an approximation of the actual perfor-
mance. However, if a method can be found to simply implement an exact ray trace,
a more accurate picture of the systems performance can be achieved. This appendix
demonstrates how an exact ray trace method is implemented in the cassegrainian

telescope optics system.

F.1 GEOMETRIC RAY TRACE

The basic premise behind the exact ray trace method is the translation of
a given ray from one coordinate system (primary mirror) to another coordinate
system (secondary mirror). To begin the ray trace, the orientation of the point in
question with respect to the first coordinate system must be known. For the tracking
system, all of this data is known beforehand as the exact position of the missile with
the satellite is known at all times. To fully understand the geometry behind the
exact ray trace, an example is given. To simplify the example, begin the ray trace
inside the optical system and trace from the primary mirror to the secondary mirror.
This method can be used anywhere in the optics system without loss of generality.

Starting at the primary and tracing to the secondary is done only for convenience.

The first step is to attach a reference frame to the secondary mirror. The
origin of the frame is attached to the vertex of the mirror with the positive z-axis
pointing towards the primary mirror. The x and y axes are oriented tangent to the
mirror surface and form a right handed coordinate system as shown in figure F.1.
The incident ray to the secondary mirror is defined as having a given orientation

to the reference frame attached to the secondary mirror. The vector ppr., defines
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Figure F.1. Exact ray trace vector definitions

the location of the rays originating point on the primary mirror with respect to the

primary mirror reference frame.

Now define a vector I that locates the origin of the primary mirror reference

frame. The rays originating location can now be defined as:

L+ Byrew = P. (F.1)

Note that coordinate transformations were used between reference frames.

In order to determine the striking point on the secondary mirror surface, it is
convenient to firs¢ determine the striking point on the x-y planc and then determine
the striking point on the mirror from the plane. Defining the distance from the rays
originating point to the x-y plane Ly, and define the unit vector in the direction of

the incident ray as shown in Figure F.2:




then the addition of P and L, strikes the plane when the z component goes to zero.

Defining
d
P=1¢ (F.3)
f
then,
Lic+f=0 (F4)
or,
L= ‘—cf (F.5)

The trick now is to determine the distance from the incident point on the x-y

plane to the mirror surface. For a spherical mirror, the surface is defined by vector

p as
z
=\ y (F.6)
z—r
where,
a? +y? + 2t =t (F.7)
Now calling the vector from the frame origin to the incident point on the x-y
plane, ’f,




g
T=14 (F.8)
0

and calling the distance from the plane to the striking point on the mirror Lo, results

in

Multiplying this out gives:

(Loa + ) + (Lab + h)j + (Lac + r)k = @2 + y7 + 2k (F.10)

where the radius of the sphere has been moved to the left side of the equation. In
order for these vectors to be equal and satisfy the solution to the mirror surface

equation, Equation F.7, the following must hold:
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(Lga -+ g)2 + (Lzb + h)2 <+ (ch + 1‘)2 = p? (Fll)

Using this expression, the value of L, can be determined, and thus g. The

reflection off of the mirror is easily defined in matrix notation as:

R=(1-2887)1 (F.12)

where NV is defined as the surface normal at the incident point on the mirror surface
and R is the reflected ray. Once accomplished, 7 becomes Fprey for the next mirror,

and R becomes 1.

F.2 EXACT RAY TRACE MATRIX NOTATIC™

This same approach can be extended to a matrix notation (Redding, D., 1989).
The general matrix approach centers around one central matrix, the mirror matrix.

This matrix is defined as:

M = (I-e*jp") (F.13)

where e is the eccentricity of the geometrical shape of the mirror and ¥ is a unit
vector pointing from the vertex of the mirror towards the focal point. The mirror
matrix can be compared to Equation F.7 as it defines the surface of the mirror, at
least in part In addition, this matrix allows for the principle axis of the conic shape
to not lie on any of the principle axes of the coordinate system. This is explained
further when flexible optics is discussed. With this definition, the surface of the

mirror is defined by:

F=0 (F.14)

where N, is a vector along the surface normal and whose magnitude is equal to the
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radius of curvature evaluated at the vertex. The vector IV at an arbitrary point on

the mirror surface is then:

N=N,+Mj (F.15)

With these definitions and using the same vectors in the geometric derivation,

the following solution can be achieved:

(I*™I) 12 + 217 (MP + K,) L + BT (MP +2N,) =0 (F.16)

where L is a scaler equal to the total distance travelled by the incident ray from
the previous surface. The reflected ray can then be calculated as was done in the

geometric derivation.

The position of the missile with respect to the primary mirror is determined
by the orientation of the system in inertial space and the position of the missile in
inertial space. This vector acts as the incident ray, I, to begin the ray trace. The
system position is determined by the rigid body rotation model. Once the missile
position is known, this position is provided as input to the exact ray trace software

to begin a ray trace.

F.3 EXACT RAY TRACE SOFTWARE

The exact ray trace software utilizes the matrix approach described in the
previous section. The software utilizes double precision in all calculations as most
calculations involve small differences of large numbers. The 3 vectors of each compo-
nent are contained in a data file that also contains all the geometric parameters of all

the optical components. Also contained in this data file are the distance vectors, L,

that define the directed distances between components, the geometric focal lengths
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of each component, the eccentricity of each component, and the index of refraction

of the lens.

Before the ray trace is begun, the software utilizes information on the geometric
shapes of each of the optical system components to set flags used throughout the
ray trace. The first of these is a determination of the conic section of each of the
components and the direction the light rays will approach from. In other words, the
shape (i.e. spherical, elliptical, parabolic, or hyperbolic) is determined and whether
it is concave or convex with respect to the incident ray. This determination is critical

to calculating the length the incident ray travels from component to component.

The software also calculates the thickness of the lens based on the diameter
of the lens, the eccentricity and focal lengths of both surfaces, and the orientation
of the surfaces (concave or convex). With this calculation it is possible to quickly
change the geometric properties of the lens and determine the best configuration.
This calculation also allows for dismissal of thins lens approximations as the ray can

be traced completely through the lens.

F.3.1 Incident Ray Calculations The incident ray to the optics system be-
gins as the vector from the primary mirror vertex to the missile. However, this
vector alone does not provide much useful information on the properties of the op-
tical system. A much more useful approach is the use of wavefronts, many rays of
incidence striking the entire surface of the primary mirror. It is the recombining of
the wavefront on the image plate that provides the useful information on the inherent

properties of the optical system.

Although a continuous wavefront was not practical for this software (in terms
of calculation requirements), a method was devised to simulate a wavefront. This is
based upon taking a several incident rays that would stiike the piimary mirror in a
symmetric fashion. It was decided to trace 32 incident rays to simulate a wavefront.

Each of these incident rays emanates from a single point source on the missile. The
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incident rays are calculated such that they strike the primary mirror in an evenly

distributed fashion.

The incident rays are created by first determining the desired st:ike points
on the primary mirror. Each incident can then be determined by calculating the
vector from the desired point on the mirror back to the originating point source.
Once accomplished, 32 incident rays are available for ray tracing through the optics

system.

F.3.2 Ray Trace on Mirrors The exact ray trace for reflecting surfaces is
carried out in the manner described earlier. This section will give the details for

determining the surface strike point and the reflected ray direction.

The first calculation to be carried out is the determination of the semi-latus
rectum of the surface. This value is used to calculate the vector Ny as defined earlier.

The value of the semi-latus rectum is found via:

p=f(1+e) (F.17)

where f is the focal length and e is the eccentricity of the surface. Note the convention
for a flat surface is one of a spherical surface (eccentricity, e, of 0) with an infinite

focal length, f.

Second, the mirror matrix of Equation F.13 is calculated. As mentioned,
this matrix serves as the foundation for all subsequent determinations. In order to
calculate this matrix, the ¥ unit vectors must already be known. These vectors
were defined as the system was designed, but the orientation of these vectors is
arbitrary. These vectors simply define the direction of the principle axis of the
mirror. Typically, these vectors share a common axis but may have 180° difference in
direction. If one of these vectors does not lie on the optical axis, then that component

has been rotated. This feature allows the optical components to be placed off axis
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and also allows for sensitivity analysis due to vibrations or structural deformations

between components.

The vector Ny is now calculated as defined earlier. Once obtained, the length
the ray must travel to strike the mirror surface may be determined. Calling the
vector locating the origination point of the incident ray p, the distance the ray must
travel is accomplished by solving Equation F.16 for L. This involves the solution to
a quadratic equation. The question remaining is whether to use the plus or minus
sign in the quadratic equation. As it turns out, the correct sign to use is dependent
upon the type of conic section the surface represents and if it is concave or convex.
This then refers back to the first part of the software where flags were set. Utilizing
the proper logic, the software is able to determine if the plus or minus sign is needed
based on the settings of the flags. Now all of the information is available to calculate
the point on the mirror where the incident ray strikes. Calling the vector from the
vertex to the striking point 7,

F=p+Li (F.18)

The vector g may not strike the mirror surface if the missile is near or beyond
the field of view of the optical system. Therefore, a determination is made as to
whether the magnitude of the vector j represents a point on the surface or not.
If not, the ray trace for this particular ray is halted and the ray is assumed to be

eliminated from the system. If the ray does strike the surface, the ray trace continues.

Now that the striking point on the surface is known, the reflected ray must
be calculated as in Equation F.12. In order to accomplish this though, the surface
normal V must be calculated. The vector N is calculated as in Equation F.15. The

calculation of N is accomplished via

N = —sign(iT - %)

il

5 (F.19)

where N =| N |. In this equation, the symbol - represents the dot product. Note
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that ,—1?,- actually represents V. However, this vector can take two directions. By using
the formulation of Equation F.19, N is given the proper direction. The reflected

ray may now be calculated using Equation F.12.

Thus the translation is complete, an incident ray was processed through a
reflecting surface and became a reflected ray. This reflected ray now becomes the
incident ray for the next surface. The process is repeated for every component in the
system. It is also completed for the primary mirror hole although a reflected ray is not
calculated. The primary mirror hole calculations are done only to determine if a given
ray passes through the mirror hole. If not it is eliminated from the system. Also,

reflected rays are not calculated at the lens, instead refracted rays are calculated.

F.8.3 Refracted Rays The exact ray trace calculations at a refractive surface
is identical to those at a reflective surface. The only difference being the ray is

refracted instead of reflected.

Recall the reflection of an incident ray at a point on a mirror surface was given
in vector notation in Equation F.12. A similar notation is provided for a refracted

ray. This equation is

F= ey - — (F.20)

where, n, is the index of refraction of the incident medium, n; is the index of refrac-

tion of the refracted medium, and the other terms are as defined earlier.

The lens surfaces can be treated as two separate components in the system.
The distance between the two surfaces was calculated early in the software and now
can be used to translate a given ray from one surface of the lens to another. As the
ray passes through each surface, the ray is refracted and becomes the incident ray

for the next component.
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F.4 CAPABILITIES

These calculations are exact calculations and do not contain any assumptions.
Thus the ray trace reflects the actual performance of an ideal optical system (i.e.
one with perfect mirrors, etc.). All aberrations present in the actual system will also

be present in this exact ray trace formulation.

The software also collects statistical information on the image formed on the
detector plate. Recall that the software traces a bundle of 32 rays emanating from
a single point through the optical system. This software will calculate a centroid
(mean) on the detector plate as well as the variance of the point spread. This is
required as exact focussing is difficult to achieve for point sources off axis. The
centroid acts as targeting information (i.e. where the missile is located) and the
variance can act as a performance measure as to the quality of the ‘spot’ on the

detector plate.

The software is also capable of forming an image on the detector plate. This
is accomplished by tracing several bundles of rays through the system. Each bundle
represents a given point on the object. If several points are taken off of the object,
the image of the object can be reconstructed on the detector plate. This image will
reflect the aberrations present in the system and can serve as-another performance

measure.

F.5 EXACT RAY TRACE SOFTWARE CODE

The code for the exact ray trace software is included. This code is the fi-
nal version of the software used in the optimization of the satellite system. This
code is based on matrix formulations developed by the Jet Propulsion Laboratory

(Redding, D., 1989).
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Appendix G. OPTIMIZATION DATA

This appendix contains the raw data from the optimization procedures.
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Run

WRJOU&WN

MTE

0.00011231
0.00005668
0.00074052
0.00032658
0.00011188
0.00005614
0.00073853
0.00032598
0.00010127
0.00006104
0.00074262
0.00032745
0.00011161
0.00005628
0.00073888
0.00032608
0.00014496
0.00070628
0.00007760
0.00003000
0.00049245
0.00014481
0.00014521
0.00014488
0.00014478

System Performance

Raw Data

ILI

.20503141819E+14
.14113037889E+15
.20621372305E+14
.14192188443E+15
.20503141819E+14
.14113037889E+15
.20621372302E+14
.14192188443E+15
.78574628053E+13
.52968952089E+14
.79054946725E+13
.53266019376E+14
.78574628063E+13
.52968952086E+14
«79041333645E+13
.53266019373E+14
.38423276402E+14
.57060202769E+13
.10438718353E+15
.38316462538E+14
«38639124144E+14
.38423276402E+14
.38423276402E+14
.88453584216E+14
.21443293143E+14

IVR

+11274439723E+08
.14258568398E+07
.15654312146E+08
.18638870395E+07
.11279491761E+08
.14264918659E+07
.15656680416E+08
.18639512800E+07
.57252572831E+08
.71723766015E+07
+79353365302E+08
+94536076915E+07
.57174717362E+08
«71743014133E+07
.79386995494E+08
«94531345132E+07
.87785084721E+07
.81051628739E+08
.28635238049E+07
.70199632657E+07
.96304683906E+07
.87845634729E+07
.87780725582E+07
«30937068250E+07
.12052950502E+08

SM

269.40000
269.40000
269.40000
269.40000
717.00000
717.00000
717.00000
717.00000
756.40000
756.40000
756.40000
756.40000
1327.00000
1327.00000
1327.00000
1327.00000
650.10000
650.10000
650.10000
650.10000
650.10000
376.90000
1105.00000
399.50000
1194.00000
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Run

VAU LN

MTE

-0.64569
~0.86171
1.79369
0.18632
-0.64734
-0.8€378
1.78594
0.18400
-0.68855
~0.84478
1.80182
0.18973
-0.64840
~0.86323
1.78732
0.18440
-0.51892
1.66072
-0.78048
~0.96529
0.83042
-0.51946
-0.517%4
=0.51920
-0.51961

System Performance

Standardized Data

ILI

-0.68142
1.91325
~0.67887
1.93027
-0.68142
1.91325
-0.67887
1.93027
=0.95342
0.01692
-0.95239
0.02331
-0.95342
0.01692
-0.95242
0.02331
-0.29596
=0.99970
1.12291
-0.29826
-0.29132
-0.29596
-0.29596
0.78018
-0.66115

IVR

-0.34197
-0.71279
-0.17706
-0.69630
-0.34178
-0.71277
-0.176%7
=0.69630

1.38921
-0.49642

2.22135
-0.41053

1.38627
~0.49635

2.22262
-0.41055
-0.43595

2.28529
-0.65866
~0.50216
-0.40387
-0.43572
-0.43596
-0.64999
-0.31266

SM

-1.36722
~1.36722
-1.36722
-1.36722
-0.07834
~-0.07834
-0.07834
-0.07834
0.03512
0.03512
0.03512
0.03512
1.67819
1.67819
1.67819
1.67819
~0.27098
~0.27098
~0.27098
~0.27098
-0.27098
~1.05767
1.03893
~0.99259
1.29521
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Selected esign performance data.

with the factors determined in the optimization section.

The following data is the model output
The angles below

are the angles between the optical axis and the vector to the missile
measured in radians.

MU OUOTUUIE S D LB SR B LHLWWWWWWWWWWWNNRNNDRODNNNONMNNNNOFERERRERPRRISSEREOOI0B WD -EO

Time

.000E+00
.000E+00
.000E+00
.000E+00
.000E+0Q0
.000E+00
.000E+00
.000E+00
.000E+0Q0
.000E+00
.000E+01
.100E+01
.200E+01
.300E+01
.400E+01
.500E+01
.600E+01
.700E+01
.800E+01
.900E+01
.000E+01
.100E+01
.200E+401
.300E+01
.400E+01
.500E+01
.600E+01
.700E+01
.800E+01
.900E+01
.000E+01
.099E+01
.199E+01
.299E+01
.399E+01
.499E+01
.599E+01
.699E+01
.799E+01
.899E+01
.999E+01
.099E+01
.199.+01
.299E+01
.399E+01
L435E+01
.599E+01
.699E+01
.799E+01
.898E+01
.998E+01
.098E+01
.198E+01
.298E+4+01
.398E+01
.498E+01
.598E+01

AZIMUTH
ANGLE
ERROR

.5118E-01
.1700E-03
.6005E-03
.9411E-04
.2074E-04
.8905E-05
.3159E-05
.0588E-06
.2233E-05
.3584E-05
.22177E-05
.1536E~-05
.1044E-05
.0514E-05
.9941E-06
.5064E-06
.0436E-06
.6026E-06
.1830E-06
.7840E-06
.4044E-06
.0434E-06
.6999E-06
.3732E-06
.0625E-06
.7668E-06
.4856E-06
.2181E-06
.9637E-06
.7216E-06
.4914E-06
.2724E-06
.0640E-06
.8659E-06
.6773E-06
.4980E-06
.3274E-06
.1652E-06
.0108E-0%
.8640E-06
.7243E-06
.5914E-06
.4650E-06
.3448E-06
.2304E-06
.12168-06
.0181E-06
.9197E-06
.8260E-06
.7369E-06
.6522E-06
.5715E-06
.4949E-06
.4219E-06
.3525E-06
.2865E-06
.2237E~06

HE OO NDNODWLWWWLWWWWLBEES S LB ANANAN VIO OORRRRREEBPRERPEPREERFRPRERRERODNDNOWND

ELEVATION
ANGLE
ERROR

.T164E-01
.348%E-03
.0887E-04
.5709E~-G5
.4027E-05
.9800E-05
.3892E-05
.1898E-05
.0189E-05
.0178E-05
.9266E-05
.8235E-05
.7338E-05
.65C01E-05
.5697E-05
.4931E-05
.4203E-05
.3511E-05
.2852E-05
.2225E-05
.1629E-05
.1062E-05
.0523E-05
.0010E-05
.5218E-06
.0576E-06
.6160E-06
.1960E-06
.7964E-06
.4164E-06
.0549E-06
.7110E-06
.3839E-06
.0727E-06
.T767E-06
.4952E-06
.2274E-06
.9727E~-06
.7303E-06
.4998E-06
.2806E-06
.0720E-06
.8736E-06
.6849E-06
.5054E-06

AN ATID_NC
S S g $27)

.1723E-06
.0178E-06
.8708E~-06
.7311E-06
.5981E-06
.4716E-06
.3513E-06
.2369E-06
.1280E-06
.0245E-06
.9260E-06




PR PR R RREPPRPIPREPEPBRHIBEE B EREBOOVUOVWOVOOOOERREPOEEPEOOIILIATIIITIITANAARTRAANARNNNUL VLW

.698E+01
.798E+01
.898E+01
.998E+01
.098E+01
.198E+01
.298E+01
.398E+01
.498E+01
.598E+01
.697E+01
.797E+01
.897E+01
.997E+01
.097E+01
.197E+01
.297E+01
.397E+01
L497E4+01
.597E+01
.697E+01
.797E+01
.897E+01
.997E+01
.097E+01
.197E+01
.297E+01
.397E+01
.496E+01
.596E+01
.69€E+01
.796E+01
.896E+01
.996E+01
.096E+01
.196E+01
.296E+01
.396E+01
.496E+01
.596E+01
.696E+01
.796E+01
.896E+01
.996E+01
.010E+02
.020E+02
.030E+02
.040E+02
.050E+02
.060E+02
.070E+02
.080E+02
.0%0E+02
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MTE = — 0.534017f, + 0.8258427,
~ 0.35130f,f, + 0.45128(f0.8)

Optimum MTE = —-1.5295

Figure H.1. Mean Track L.rror



ILI = 0.865107f, — 0.536822F,
— 0.407221f,f, + 0.185209(f-0.8)

Optimum ILI = —1.1505
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Figure H.2. Inverse Light Intensity




IVR = — 0.748866f, + 0.4869557,
~ 0.453307f,f, + 0.600368(f,*~0.8)

Optimum IVR = 3.3739
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Figure H.3. Intensity Over Variance
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SM = 0.734866f, + 0.793570f, + 0.08546ff.
(f=0.3) + 0.209531(f,*~0.8)

Optimum SM = —-1.8776

4
“

+ 0.12919

Figure H.4. System Mass
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Appendix I. MODEL FLEXIBILITY

This paper has already shown the abiiity of bond graphs to interface different
systems. Bond graphs alse iend themselv very well to changes in the system
configuravion. Because boud graphs utilize energy relationships Letween systems, as
the system changes or expands, it is simply a matter of determining where the new
element inserts in the system and defining the energy relationship between it and the
existing system. To demonstrate this, four areas of model expansion are addressed
in this chapter: flexible optics, thermal effects, passive vibration control, and aciive

vibration control.

I.1 FLEXIBLZ OPTICS

The design and development of flexible optical space platforms will undoubt-
edly require a vibration sensitivity analysis. The system model contains the ability
to determine the effects of viorations on the optics as a system. However, the model
does not allow displacements between the different optical components. Currently,
the only motion permitted is the motion of the entire optical subsyster * with respect
to the system structure. A more accurate model of the system may; be achieved
by allowing motion between the different optical components. The modeling of this

relative motion is referred to as the “flexible optics” portion of the dynamics.

The system model adapts easily to this change. The vibrations model contains
all the dynamical equations of the structure. If the optical structure is allowed to
become flexible (instead of rigid), the structural vibrations model n.ust be changed.
The original structures model was based on the NASTRAN analysis of the system. A
new system would be modeled, adding a flexible subsystem of beams to connect the
optical components (see Figure 1.1). The optical components - primary mirror, sec-
ondary mirror, lens and detector plate - are still considered rigid bodies. Therefore,

they would be modeled as separate lump masses, connecied to the optic substructure

I-1




by rigid elements and supported by a flexible system of beams. The output trans-
formation block in the structural vibrations bead graph model is basically a matrix
multiplication to retrieve the position of the structural node of interest. This output

transformation gives the position and orientation of vnat node in global coordinates.

In order to obtain information about the optical component attachment nodes,
the output transformation block must be modified to include data on these attach-
ment nodes. With the required information, it is possible to locate the vertex of each
optical component. The position and orientation of each optical component vertex

are required as inputs to the optics program for ray tracing.

The optics program utilizes a vector that describes the orientation of the optical
component. This vector, %, is a unit vector pointing from the vertex towards the
focus. This unit vector is defined in a base frame. In terms of the system, this base
frame is the body frame. If the ¢ vectors can be determined for each component, then

the orientation of the components with respect to each other can also be determined.

In tracing the ray from one component to the next, the optics program uses
the 9 vectors to determine the orientations of the components and also uses position
vectors to locate the vertices of the components. Position information is available as
an output from the structures model on each of the components. Thus the position

vectors of all the components can be determined through simple vector addition.

By providing all the 9 vector information as well as position information on
the components, the optics program can easily incorporate vibrations in terms of
displacements in the ray trace calculations. The required changes to the system
model are minimal. The only change to the system model is incorporation of the
structural information for a new NASTRAN analysis into the vibrations bond graph
model and expansion of the output transformation to include information on the

additional optical components’ attachment points.

Traditional ray trace software packages can perform the same basic function
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Figure I.1. Optic structure subsystem.
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However, these packages lack the ability to do the same function in a simulation en-
vironment. These packages can provide a means of aligning optical components off
axis,. but are normally done manually. Sensitivity analyses using these software pack-
ages do not include dynamic interactions with the rest of the system. The advantage
of using the dynamic relations in the flexible optics is that a direct correlation can be
made between the optical performance and the vibrations present in the structure.
Thus performance measures on the allowable vibrations in the system can be defined

easier and earlier in the design.

I.2 THERMAL EFFECTS

It is possible for the effects of thermal radiation to be a factor in the design
of space based -optical systems. The effect of structural heating due to thermal
radiation manifest itself as a displacement in unconstrained beams. Temperature
displacements in the beam may be due to either uniform changes in temperature
or to differential changes. A uniform change refers to a temperature change that is
constant throughout the beam. A uniform change causes the beam to increase or
decrease in length. All other dimensions of the beam will change proportionately,
but only the change in length is significant in most cases. A differential change
means that the top and bottom of the beam are subjected to different temperatures,
while the average temperature remains unchanged. The member will not change in

length but will undergo a curvature of its longitudinal axis.

A uniform temperature change results in a change in the length of the beam

by the amount:

AL = aL(AT) (L1)

in which AL is the change in length, « is the coefficient of thermal expansion, L is

the length of the beam, and AT is the uniform change in temperatur:




T, dx <—
Figure 1.2. Temperature deformation

(Gere, J. and Weaver, W. 1965).

For a differential temperature change, where the temperature varies linearly
between T3 at the top of the beam and a higher temperature T; at the bottom, the

relative-angle of rotation-between the sides-of the clement as shown in Figure 1.2 is:

a(T1 - Tz) a':z:

df = =7

(1.2)

in which W is the depth of the beam. Using Equation Ll and 1.2, the beam
displacements can be calculated (Gere, J. and Weaver, W. 1965).

In modeling these thermal effects, the thermal displacements in a beam pro-
duces two phenomena. First, there is a relative velocity between any two points on
the beam during the expansion or curving process. This velocity is a function of the
rate of expansion or curving. In most cases, the rate of expansion or curving is so
small that this induced velocity is negligible. The second phenomenon is the effect
the displacement has on the moment arm characteristics of the beam. For example,
look at the simple system-of Figure I1.3. The system consists of a beam of mass M
and moment of inertia J supported at each-end by a spring and damper assembly.

Consider small oscillations of the beam in the vertical directions and no movement

I-5



in the X direction so that:

VamV —aw (L.3)

The system bond graph is shown in Figure [.4. The moment arm charac-
teristics of the beam is modeled using transformers TF, and TF;. The modulus
of transformer T'F; is a and the modulus of transformer TF; is b. To incorporate
the displacement effects of structural heating, both transformers become modulated

transformers-where the modulus now becomes a function of the thermal environment.

In the-case of uniform-temperature changes, the modulus of T'F; becomes

a+Aa=1q(l+alT) (L5)

and the modulus of T'F;-becomes

b+ Ab= b(l + aAT) (16)

Similar results are obtained in the case of differential changes in temperature. Thus,
thermal displacements affect only the transformers. All other portion of the bond

graph remain the same.

With-an understanding of the thermal-environment of the system, both the uni-
form temperature change (AT) and the differential change in temperature (T} — T)
can-be defined for each beam as functions of time and/or other system parameters.
The-effects of structural heating due to thermal radiation can then be incorporated

into-the model with the use of modulated-transformers.




Figure 1.3. Example beam

Figure 1.4. Example beam bond graph
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1.8 PASSIVE VIBRATION CON.ROL

In the current system model, no attempt was made to isolate the optical as-
sembly from vibration in the outer structure. The system, including the optics, was
modeled as one body. The orbital dynamics model and the rigid body rotational
model combine to model the rigid body characteristics while the structural vibra-
tions model captures its flexible characteristics. In the NASTRAN analysis, the
connections between the optical assembly and the outer structure are modeled as
welded joints. However, the system model can be expanded to include some form of
passive vibration control at the connection points. The most effective way to add
passive vibration control is to model the outer support structure and the optical
assembly as two bodies connected by spring and damper assemblies. This would
require modifications to both the structural vibrations model and the rigid body
rotational dynamics model. The orbital dynamics model would remain as is in order

to model the orbital characteristics of the system center of mass.

The modification to the structural vibrations model would require a new NAS-
TRAN analysis that excludes the optical assembly. The NASTRAN analysis would
provide modal information on only the outer structure and allow for inputs at the
controller locations and the optical assembly connections. The current vibration
model bond graph would be expanded to accept the three additional inputs from the
optical assembly. The model would use the new modal parameters provided from

the NASTRAN analysis and, thus, model vibration in the outer structure only.

The rigid body rotational dynamics bond graph would be expanded to model
the full rigid body dynamics of both the outer structure and the optical assembly.
It would also model the spring and damper assemblies that connect the two bodies.
The bond graph would model all six degrees of freedom (DOF) of each body (three
linear velocities and three angular velocities for each). Using only linear springs,
the size and complexity of the rigid body model would increase from the current

three state model (three inertial masses) to a 21 state model (six inertial masses,
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six linear masses and nine linear springs). If torsional springs are also modeled,
an additional nine states will be added. To demonstrate both the concept and the
increase in complexity, Figure 1.5 shows a planar one DOF example of the proposed
expansion. The system in the example consists of an inner mass M; connected to
an outer structure M, by two spring and damper assemblies. Motion is allowed in
the X direction only. Figure 1.6 shows the corresponding bond graph for this one
DOF system. If the same structure is given three DOF (rotation about Z and linear
motion in X and Y), the bond graph expands to that shown in Figure 1.7. The
full six DOF rigid body dynamics model bond graph would expand to more than
twice the size of Figure 1.7 and would include gyrator coupling between the inertial

elements (Pacejka, H. 1985).

The example discussed treats the outer structure as a flexible body but treats
the optical assembly as rigid. Ifit becomes necessary to model the optical assembly as
a flexible body, a second vibration model can be developed for the optical assembly.
This would require a NASTRAN analysis of the optical assembly and a duplication

of the current vibration model bond graph.

In summarizing the above discussion, the original one body model was ex-
panded into a two body model connected by spring and damper assemblies. In
doing so, the bond graphs that modeled the dynamics of the one body system were
duplicated and added to the original model to form a two body system. The same
procedure can be repeated until every beam, momentum wheel, mirror, and com-
ponent is modeled individually. This allows for expansion of the model to whatever

complexity is necessary to answer the questions of interest.

1.4 ACTIVE VIBRATION CONTROL

One large item of interest in the control of large flexible space structures is
active control of structural vibrations. Once again the problem of not having a fixed

frame of reference from which to apply forces is present. Thus any attempt in actively
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Figure L.5. Planar 1 DOF example
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Figure 1.6. Example 1 DOF bond graph
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Figure 1.7. Example 3 DOF bond graph
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controlling vibrations will result in the actuator being mounted on the structure
itself. The difficulty is that when the structure moves, the actuator moves with it,
resulting in dynamic coupling between the actuator and the structure. In order to
design an effective control algorithm, this coupling must be accounted for. Many
research projects are involved in modeling this coupling and determining optimal

placements of the actuators on the structure as well as sensor placement.

The techniques utilized in this study can be easily extended to active vibration
control of the type mentioned. As an illustration, a proof-mass actuator system
will be modeled using bond graphs and will be integrated into the system model

developed earlier.

L4.1 Proof-Mass Controller Many of the actuators proposed for vibration
control in space use the principle of momentum exchange. Since the actuator is
mounted on the structure, all of the forces are internal to the actuator/structural
system. This means that the momentum of the system has to be conserved; a change
in momentum in one part of the system has to be matched by an opposing change
in momentum in another part for a net change of zero. Specifically, a change in the
momentum of the proof mass must be balanced by a change in the momentum of-the

structure. The development here will concentrate on a linear proof mass actuator.

The physical shape of a typical linear proof mass actuator is shown in Figure
1.8. The device is built around a linear electromagnetic motor. The coil is rigidly
mounted on a bracket that fixes the actuator to the structure. Also connected to-
the bracket is a rigid frame which supports the springs, which in turn are coupled to
the framework. The springs provide a returning force to the proof mass and transfer

force to the beam.

The proof mass consists of a rectangular ring along with a central steel member.
The central member passes through the coil and restricts movement of the proof

‘mass to a single axis. Magnets are attached to the inside of the ring such that the
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Figure 1.8. Linear proof mass actuator.

interaction of the magnets with the current in the coil results in a force on the proof
mass. As with the momentum wheels, a force input on the proof mass reacts with
the structure in the opposite direction. If the force input to the proof mass can be
made proportional to the structural vibrations, the vibrations in the structure can
be controlled by transferring the vibrations to the proof mass isolating the structural

deformations.

The first step in applying the techniques of active vibration control with proof
mass actuators in the satellite system is the development of the associated bond
graph. It is sometimes simpler to realize the bond graph of a physical system if the
free body diagram of the system is first drawn. This is the case for the proof mass

actuators.

The free body diagram (FBD) is show- in Figure 1.9. As seen in the FBD,
the force seen by the structure is equal to the applied force minus the force in the
springs minus the loss due to friction. This simplifies the problem of determining

the bond graph. With known equations, the bond graph can now be constructed.

The bond graph of the proof mass controller is shown in Figure 1.10. This bond

graph also incorporates the ability of bond graphs to easily incorporate dynamics of
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different types of systems, in this case electrical and mechanical. The applied force
to the proof mass is supplied by an electromagnetic motor. The electrical current in
the primary windings is converted to a mechanical force on the proof mass through
the magnets in the ring. Thus a conversion (or transformation) is made from an
electrical flow signal to a mechanical effort signal. The conversion from a flow signal
to an effort signal is accomplished with a gyrator as shown in Figure 1.10. The

modulus for the gyrator is equal to the force constant of the motor.

The two springs on the proof mass can be collapsed into one equivalent spring.
This is done only to simplify the bond graph and does not lose any generalities. The

springs can be combined in a manner similar to combining parallel resistors in an

- inm

Fél—_s

3

L
S FF
<__

Figure 1.9. Proof mass free body diagram.
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Figure 1.10. Proof mass controller bond graph.

electrical network:
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GG
Ca=gren (L7)

The viscous damping, R, anc the spring equivalont, C.,, are placed on a 1
junction as they share a common velocity. The resulting effort signal 1s then joined
at a 0 node with the mass components of the proof mass and the associated mass
component of the beam. Summing the effort signals at this point reveals that the
bond graph is equivalent to the FBD:

Q2 Ps P

P7=E1——C’:;— (I—s—-[;) (L8)
where,
E; = motor torque (output of gyrator)
P; = effort on beam (derivative of momentum)
g2 = displacement of springs from rest position
Ps = momentum of proof mass
R = coefficient of friction
Isand Iy = mass of proof mass and beam, respectively.
The state equations for this system are:
q2 0 = 7 G2 0
Pol=|gt 2 2| PR |+EL|1 (1.9)
Py a2 i P 1

Integrating this bond graph with the system is shown in Figure 1.11. The
active controls model interfaces with the vibrations model. The modal acceleration
of the structure can be easily determined from the forces ap: iied to the modal masses.
The modal accelerations are then transform 2d to generalized accelerations which are
then input to the proof mass controller. In return, Jhe resulting active control forces

upon the structure must be sent through transformers to get modal forces. The
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Figure I.11. Controller/structure interface.

resultant modal forces, due to active vibration control, are summed with the modal
forces due to momentum wheel control. The summed modal forces are then applied

to the vibrations model to determine the motion of the flexible structure.

These same formulations can be accomplished using traditional engineering
techniques. However, the techniqlie presented here offers the design engineer the
ability to determine approximate optimal locations for sensors and proof mass con-
trollers early in the design process. With this knowledge and the ability to analyze
the system with ali dynamical interactions present, the designer possesses the ability

to determine approximately how effective the active controllers will be in damp-

ing out structural vibrations. As such, performance measures on other parts of the

system can be formulated to aid in the achievement of the overall objectives. In
addition, early design choices can be made based on the effectiveness of the active

controllers.
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Appendix J. EIGENVALUES FOR. THE OPTIMUM SATELLITE
DESIGN

1 BEAM DIA = 0.05 M PRIMARY MIRROR DIA = 1.5352 M -~ UNITS = SI
OCTOBER 30, 1990 MSC/NASTRAN 10/20/89  PAGE 22
MODIFIED GIVENS METHOD FOR 13 MODES

0
REAL EIGENVALUES
MODE EIGENVALUE RADIANS CYCLES
NO.
1 9.293899E-12 * 3.048590E-06 4.851981E-07
2 -4 ,288836E-11 * 6.548920E-06 1.042293E-06
3 1.888623E~10 * 1.374272E-05 2.187221E-06
4 3.875300E-10 * 1.968578E~05 3.133089E-06
5 4.043557E-10 * 2.010860E-05 3.200382E-06
6 -7.551080E-10 * 2.747923E-05 4.373455E-06
7 1.542095E+03 3.926952E+01 6.249938E+00
8 1.551844E+03 3.939345E+01 6.269662E+00
9 1.116215E+04 1.056511E+02 1.681489E+01
10 1.322165E+04 1.149854E+02 1.830050E+01
11 1.354728E+04 1.163928E+02 1.852448E+01
12 1.369651E+04 1.170321E+02 1.862624E+01
13 2.161733E+04 1.470283E+02 2.340028E+01
14 2.211353E+04 1.487062E+02 2.366732E+01
15 4.007794E+04 2.001947E+02 3.186198E+01
16 1.031621E+05 3.211885E+02 5.111874E+01




17 1.078325E+08 3.283786E+02 5.226308E+01
18 1.184400E+05 3.441511E+02 5.477334E+01

* The first six modes are the rigid body modes and are not included

in the modal analysis bond graph.
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Appendix K. BOND GRAPH TERMINOLOGY

Because of the extensive use of bond graphs as a modeling technique through-
out the project, a brief introduction to the terminology is presented here. Extended
descriptions along with physical interpretations and applications can be found in
text by Rosenberg and Karnopp(Rosenberg, R. and Karnopp, D., 1983). Only basic

definitions are presented here.

A bond graph is a collection of multiport elements bonded together.
In the general sense it is a linear graph whose nodes are multiport ele-
ments and whose branches are bonds. (Rosenberg, R. and Karnopp, D., 1972)

Bond graphs model the power and energy relationships throughout a system.
Specifically, bond graphs depict power flow between elements of the system through
the use of power bonds. Power bonds are depicted as single-headed arrows wiith the
direction of the arrow indicating the direction of positive power flow. Power bonds
connect to an element at a port and, thus, are connections between pairs of element
ports. Ports allow the element to interact with its environment. Six quantities are
associated with a given port. The bond power, P(t), associated with a bond is

defined as the scalar product of bond effort, e(t), and bond flow, f(t).

P(t) = e(t) - f(t) (K.1)

Effort and flow are called power variakles. The energy, E(t) transferred between
elements is a function of element displacement ¢(t), (the integral of flow), and mo-
mentum, p(t) (the integral of effort). Momentum and displacement are referred to
as energy variables. Table K.l summarizes the mechanical and electrical analogies

of the six quantities.
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Table K.1. Linear constitutive relationships.

Variable Name Generalized Mechanical Analog | Electrical Analog
effort e(t) F, Force e, voltage

flow f(@@) v, velocity i, current
momentum p=[e(t)dt p, momentum A, flux linkage
displacement g=[f(t)dt X, displacement q, charge

poveer o(e) = ef() | Pyl e{t)i(t)

energy (kinetic) | E(p) = [ f(p)dp | [v(p)dp Ji(A)d lambda
energy (potential) | B(q) = [e(q)dq | [ F(z)dz Je(g)dg

K.1 MULTIPORT ELEMENTS

Multiport elements are the nodes of the graph. There are nine basic multiport
elements. They are listed along with their symbol in Figure K.1. They can be
grouped according to their energy characteristics as sources, storages, dissipater or

junctions.

K.1.1 Sources Sources provide inputs to the system. There are two types of

sources: an effort source defined by:

e = e(t) (K.2)

and a flow source defined by:

f=f@ (K.3)

K.1.2 Storage There are two types of storage elements: capacitance,C, and

inertance, I. The linear constitutive relationship for capacitance is:

e(t) = (K.4)

4
C
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NAME Symbo |

Effort Source g, =
f
Flow Source Sf—uil>
Capacitance —C
Inertance — |
Resistance —R
e,l e
Transformer +— TF5—
€. €,
Gyrator — GY5—
€ 1 . e 2
Common Effort 0 =
Rn
e, e,
Common Flow T—>>l;—;>
1 /] 2
€3 I fa
Figure K.1. Basic multiport elements
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where,

a= [ flt)et (K.5)

The mechanical and electrical analogs being a spring and capacitor. The linear

constitutive relationship for inertance is:

f@) =

~i3

(K.6)

where,

p= / e(t)dt (K.7)
The mechanical and electrical analogs being an inertia and inductor.

K.1.3 Dissipater A single resistive, R, element is used to dissipate energy.

The linear constitutive relationship for resistance is:

e(t) = R- f(t) ' (K.8)
The mechanical and electrical analogs being a damper and resistor.

K.1.4 Junctions Junctions are used to distribute power throughout the sys-
tem while preserving it (the net power in a junction is zero at all times). There are
four junction elements: transformer, gyrator, common effort junction, and common

flow junction.

The transformer is a linear 2-port element defined by:

€1 =MmMm- €y (Kg)
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fa=m-fi (K.10)

where m is the modulus and e¢; is the effort associated with bond i and f; is the flow

associated with bond i.

The gyrator is also a linear 2-port element defined by:

eg=m- f, (K.11)

Cr=m-" f1 (K].Q)

where m is again the modulus.

A common effort junction, also referred to as a 0-junction, is a linear multiport

¢lement defined by:
ep=ey=:-=¢y (K.13)

S f=0 (K.14)

A common flow junction, also refered to as a 1-junction, is a linear multiport

element defined by:
fizsfo==fi (K.15)

n

> e=0 (K.16)

1

A three port 0 and 1-junctions are shown in Figure K.1

K.2 BONDS

There are two types of bonds: power bonds and signal bonds. Power bonds
were described above and are depicted as single headed arrows. In addition to power
‘bond, the situation arises were effort and flow variables are passed between elements

without power being transferred. In this case a signal bond is used which is depicted
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as a double headed arrow. The variable of interest is indicated on the bond and the

other variable is assumed to be zero.

K.3 OVERVIEW

The information presented above is intended only to familiarize the reader with
the system modeling technique associated with bond graphs. It presents the basic
definitions and symbols of the bond graph language along with formal mathematical

equations.
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Appendix L. ENPORT SYSTEM MODEL FILE AND
SUPPORTING FORTRAM CODE
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HEADING

FILE

TITLE

TOTAL THESIS RUN MODEL

MODEL
TRUNI.ENP

DESCRIPTION

This bond graph is the integrated model of the complete SDI
It contains the six individual subsystem
models integrated together.

tracking system.

NODE

SETT
01
TF1
TF2
TF3
11
12
13
MTX
MTY
MTZ
TF4
TFS
TF6
02
SEGT
TF7
TF8
TF9
14
MSX
15
MSY
03
SEGS
16
MSZ
ITX
ITY
172
ISX
ISY
IS%
ETI
PANG

17
10

-

18
JSX
JSY
JSZ
GY1
GY2
GY3
A32
ISRX
ISRZ
ISRY

TYPE

MEGV
MOGV
MTGV
MTGV
MTGV
M1GY
M1GV
M1GV
MIGV
MIGV
MIGV
MTGV
MTGV
MTGV
MOGV
MEGV
MTGV
MTGV
MTGV
M1GV
MIGV
M1GV
MIGV
MOGV
MEGV
M1GV
MIGV
BQGV
BQGV
BQGV
BQGV
BQGV
BQGV
BAGV
BAGV
M1GV

dam TV

SYSTEM GRAPH DESCRIPTION

XLOC

-900.
-700.
-500.
-500.
-500.
-300.
-300.
-300.
-300.
-300.
-300.
-100.
-100.
-100.
100.
300.
1600.
1600.
1600.
1400.
1400.
1400.
1400.
1800.
2000,
1400.
1400.
300.
300.
300.
1200.
1200.
1200.
600.
900.
-300.
400.
-1000.
-600.
-300.
0.
-700.
100.
-300.
400.
-1000.
1200.
800.

YLOC
0

0.
200.
0.
-200.
400.

~-400.
500.
100.

-500

200.

-200.

200.

-200.
400.
500.

100

-400.

-500

400.
200.
-400.
300.

-300.

-2500.
-3200.
-3200.
-3100.

-2800

-3100.
-2900.
-2900.
-3200.
-2200.
-2200.
-1800.
-2200.

15:49:22 10/ 9/90 ENPORT-7.3
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A30
A20
TESTX
TESTY
TESTZ
TFX1
TFY1
TFZ1
TFX2
TFY2
TF22
TFX3
TFY3
TF2Z3
TFX4
TFY4
TF24
TFX3
TFYS
TF25
120
MM1
RM1
121
MM2
RM2
122
MM3
RM3
123
MM4
RM4
124
MMS
RM5
cM1
cM2
cM3
CcM4
CM5
INM1
INM2
INM3
INM4
INM5
OP?
TFXX
012
SEMWX
TFXY
TFYY
TFYX
013
SEMWY
014
SEMWZ
TRZ
AZEST
TRPAZ
TRRAZ
SAZC
ELEST
TRPEL
TRREL
SELC
PATW

BAGV
BAGV
B+GV
B+GV
B+GV
MTGV
MTGV
MTGV
MTGV
MTGV
MTGV
MTGV
MTGV
MTGV
MTGV
MTGV
MTGV
MTGV
MTGV
MTGV
M1GV
MIGV
MRGV
M1GV
MIGV
MRGV
M1GV
MIGV
MRGV
M1GV
MIGV
MRGV
M1GV
MIGV
MRGV
MCGV
MCGV
MCGV
MCGV
MCGV
BQGV
BQGV
BQGV
BQGV
BQGV
BAGV
MTGV
MOGV
MEGV
MTGV
MTGV
MTGV
MOGV
MEGV
MOGV
MEGV
BAGV
BAGV
BAGV
BAGV
BSGV
BAGV
BAGV
BAGV
BSGV
BAGV

1200.
1200.
400,
600.
700.
4300.
4300.
4300.
4300.

4300

4300.
4300.
4300.
4300.
4300.
4300.
4300.
4300.

4300
4300
6400

.

.

.

6400.
6400,

6400

6400,
6400.
6400.
6400.
6400.
6400.
6400.
6400.
6400.
6400.
6400.

6900

.

6900.
6900.
6900.
6900.
7300.

7300

7300.
7300.
7300.
2500.
-1500.
-2000.
-2500.
-1500.
-1500.
-1500.
-2000.
-2500.
800.
1200.
400.
3400.
4100.
4100.
4700.
3400.
4100.
4100,
4700.
5100,

-1100.
-2200.

-800.

-700.

-500.
-2100.
-2300.
-2500.
-2800.
-3000.
-3200.

-3500

-3700.
-3900.
-4200.
-4400.
-4600.
-4900.
-5100.

-5300

-2300.
-2100.
-2600.
-3000.
-2800.
-3300.
-3700.
~3500.
-4000.
-4400.
-4200.
-4700.
-5100.

-4900

.

-5400.
-2360.
-3000.
-3700.
-4400,
-5100.
-1900.
-2600.
-3300.
-4000.
-4700.
-1100.
-3200.
-3200.
-3200.
-3000.
~2500.
-2700.
-2500.
-2500.
-3600.
-4000.
-4000.

-800.

-600.
-1000.

-800.
-3700.
-1500.
~1900.

~-1700

-1200.
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STIX B-GV  5700. -800. T
STIY B-GV  5700. -1700. T
DATA BAGV  2500. -1900. T
SINKD  B-GV  3000. =-2300. T
CONNECTOR TYPE FROM T0 VERTICES
Bl BM V SETT 0L
B2 BM V 01 TF1
B3 BM V TF1 11
B4 BM V 11 MTX
B5 BM V 11 TF4
B6 BM V TF4 02
B7 BM V 01 TF2
B8 BM V TF2 12
B9 BM V 12 MTY
B10 BN V 12 TF5
B1l BM V TFS 02
B12 BM V 01 TF3
B13 BM V TF3 13
B14 BM V 13 MTZ
B15 BM V 13 TF6
B16 BM V TF6 02
B17 BM V (2 SEGT
B18 BM V SEGS 03
B19- BM V TF7 03
B20 BM V TF8 03
B21 BM V. TF9 03
B22 BM V14 TF7
B23 BM V 14 MSX
B24 BM V 15 TF8
B25 BM V 15 MSY
B27 BM V 16 TF9
B26 BM V 16 MSZ
VTX sM Vv 11 ITX
VTY SMV 12 ITY
VT2 SMV 13 IT%
VSX SMV 14 ISX
VSY SMV 15 ISY
VSZ SMV 16 12
PTXE SM V ITX ETI
PTYE SM V ITY ETI
PTZE SM V ITZ ETI
PTX SM V ETI PANG 700. 100.
ETY SM V ETI PANG
PTZ SM V ETI PANG 700. -100.
PSX SM V ISX PANG
PSY SM V ISY PANG
PSZ SM V ISZ PANG
B34 BR V 18 JSX
B35 BR V 17 JsY
B36 BR V 19 Jsz
WSXB SRV 18 ISRX
TSX SR V ISRX A32
WSYR SRV 17 A32
WSZB SRV 19 A32
WSyl SR V A32 ISRY
STX SM V PANG A30 900. ~1000.
STY SM V PANG A30 800. ~1100.
STZ SM V PANG A30 700. -1200.
TSZ SR V ISRZ A30
WSX1 SRV A32 A20 800. -2000.
TSY SR V ISRY A20
WSzl SRV A32 A20 800, -2400.
WSX2 SR 7 A20 A30 1000. -1800.
¥SYZ SR V A20 A30 1400. -1800.




WSZ2
B28
B29
B30
B31
B32
B33
0X
134
02
B71
B73
B78
B8O
B85
B87
B92
B94
B39
B101
B72
B79
B86
B93
B100
NUD1
NUD2
NUD3
NUD4
NUD5
STMX
STMY
STMZ
NU1l

NU2
NU3
NU4
NUS

B37
B33
B39
B40
B41
B417
B48
B49
B50
B51
B42
B43
B52
B53
B54
B55
B56
B57

B58
B59

SR
BR
BR
BR
BR
BR
BR
SM
SM
SM
BM
BM
BM
BM
BM
BM
BM
BM
BM
BM
BM
BM
BM
BM
BM
SM
SM
SM
SM
SM
SM
SM
SM
SM

SM
SM
SM
SM

BR
BR
BR
ER
BR
BR
BR
BR
BR
BR
BR
BR
BM
BM
BM
BM
BM
BM

BM

BM

< < <ot gaa<C<<cd<d Q€ <€ < < <<<<<<<<<II<<CICduURALI<LILa<<<C<CC<C<L<C<<<

a20
GY1
17
GY2
19
GY3
18
TESTX
TESTY
TESTZ
120
120
121
121
122
122
123
123
124
124
120
121
122
123
124
120
121
122
123
12
A30
A30
A3C
INM1

INM2
INE3-
INM4
INM5-

SEMWX
012
TFXX
012
TFXY
SEMWY
C13
TFYY
013
TFYX
SEMWZ
014
012
012
012
012
012
013

013
013

ISRZ
18
GY1
17
GY2
1¢
GL3
ETI
ETI
ETI
MM1
RM1
MM2
RM2
MM3
RM3
MM4
RM4
MM5
RMS
CM1
CcM2
CM3
CM4
CcM5
INM1
INM2
INM3
INM4
INMS
OPT
OPT
OPT
OPT

OPT
OPT
OPT
OPT

012
TFXX
18
TFXY
17
013
TFYY
17
TFYX
18
014

10

o o

TFX1
TFX2
TFX3
TFX4
TFX5
TFY1

TFY2

TFY3

1800.

1800.
8000.
2900.
8100.
2800.
8200.
2700.
8300.
2600.
8400.
2500.

-400.
-500.
-600.
-700.
-800.
-2300.
~-2800.
-2200.
-2900.
-2100.
-3000.

-800.

-1400.
-1900.
-300.
-2600:.
-200.
-3300..
~100..
-4000.

-4700.
100.

-4400.
-4500.
-4600,
-4700.
-4800.
-2100.
-5100.
~-2000.
-5200.
-1900.
-5300.

8000.
8100.
8200.
8300.
8400.

1500.
1500.
1500.
1500.
1500.
-2800.
1500.
-2900.
1500.
-3000.
1500.

-300.
-200.
-100.

100.

-4400.
-4500.
~4600.
-4700.
-4800.
-2100.
-5100.
-2000.
-5200.
-1900.
-5300.




B60
B61

B62
B63
B64
B65
B66
WSZB2
TIiZ

B67

B68
B69
B74
B75
B76
B81
B82
B83
B88
B89
B9O
B95
B96
B97
XBAR
ZBAR
AZPER
AZRER
AZPC
AZRC
AZC
ELPER
ELRER
ELPC
ELRC
ELC
TIX
TIY
MAZPER
MELPER
STMMX
STMMY
STMMZ
DOJ

GRAPHICAL ENVIRONMENT

BM Vv 013 TFY4 -2000.
-3100.
BM vV 013 TFYS ~1900.
-3200.
BM V 014 TFZ1 1500.
BM Vv 014 TFZ2 1500.
BMV 014 TFZ23 1500.
BM V 014 TFZ4 1500.
BMV 014 TFZ5 1500.
SRV 19 TRZ
SR V 1TRZ SEMWZ
BM V TFX1 120
BM V TFY1 120
BM V TFZ1 120
BM V TFX2 121
BM V TFY2 121
BM V TFZ2 121
BM V TFX3 122
BM Vv TFY3 122
BM V TFZ3 122
BM V TFX4 123
BM V TFY4 123
BM V TFZ4 123
BM V TFX5 124
BM V TFY5 124
BM V TFZ5 124
SM VvV O°PT AZEST
SM VvV OPT ELEST
SM vV AZEST TRPAZ
SM V AZEST TRRAZ
SM V TRPAZ SAZC
SM V TRRAZ SAZC
SM vV SAZC PATW
SM vV ELEST TRPEL
SM V ELEST TRREL
SM V TRPEL SELC
SM V TRREL SELC
SM vV SELC TATW
SM V PATW STIX
SM V PATW STIY
SM VvV OPT DATA 2100.
SM VvV OPT DATA 2300.
SM V OPT DATA
SM vV OPT DATA 2700.
SM V OPT DATA 2900.
SM vV DATA SINKD
Node size:
Connector size:
Scale factor:
Horizontal window minimum:
Horizontal window maximum:
Vertical window minimum:
Vertical window maximum:
Framing enabled:
Gridding visible:
Grid size:

Default node regime enabled:
Default connector regime enabled:
Default node regime:

Default connector regime:
Postprocessor grid:

Postprocessor box:

I
U100 WEF O

-1800.
-5400.
-1700.
-5500.
-3200.
-3300.
-3400.
-3500.
-3600.

-1700.

-1700.
-1700.

.0000E-01
.2500E-01
.0000E+00
.2500E+03
.4500E+03
.8626E+03
.4626E+03

ON
ON

.0000E+02

ON
OFF
G

G
ON
ON

-3100.
1500.
-3200.
1500.

-1800.
~5400.
-1700.
~5500.



Color 1 0 0 0 Black {background)
Colorxr 2 0 100 0 White (default line and label color)
Color 3 120 50 100 Red (attention)
Color 4 240 50 100 Green {(Mechanical)
Coloxr 5 0 50 80 Blue (Rotational)
Color 6 300 50 100 Cyan (Electrical)
Color 7 60 50 100 Magenta (Hydraulic)
Color 8 180 50 100 Yellow {Thermal)
NODE EQUATIONS
Named_parameters: 34
1 JSXP 1.642000E-03
2 JSYP 1.642000E-03
3 JSZPp 1.186380E-02
4 RM1P 6.233478E+00
5 RM2P 6.267690E+00
6 RM3P 1.587265E+01
7 RM4P 1.912553E+01
8 RMSP 1.921330E+01
9 CM1P 1.079300E+04
10 CM2P 1.091200E+04
11 CM3P 6.998300E+04
12 CM4P L.016070E+05
13 CM5P 1.025410E+05
14 AXP 0.000000E+00
15 AYP 0.000000E+00
16 AZP 0.000000E+00
17 AEPD1P 2.200000E+00
18 AEPD2P 1.000000E+00
19 AEPN1P 2.141700E+03
20 AEPN2P 9.423480E+03
21 TRZD1P 0.000000E+00
22 TRZD2P 1.000000E+02
23 TRZD3P 1.000000E+00
24 TRZN1P 2.115232E+06
25 TRZN2P 2.644040E+05
26 TRZN3P 0.000000E+00
27 AERD1P 1.000000E+02
28 AERD2P 1.000000E+00
29 AERN1P 1.892945E+07
30 AERN2P 2.366181E+06
31 MCP 0.000000E+00
32 JSXPI ~6.090000E+02
33 JSYPI -6.090000E+02
34 JSZPI -8.400000E+01
Number of outputs: 100
Node: SETT Connectors: Bl
Equation: Y = 228004 ( X, P ) 1 1 1
Y list X list Parameters Index
E.Bl TIME 1.0000E+00 0
Node: TF1 Connectors: B2 B3
F.B2 = MOD.TF1 * F.B3
E.B3 = MOD.TF1l * E.B2
Equation: Y = 228002 ( X, P ) 1 3 1
Y list X list Parameters Index
MOD.TF1 VTX 1.0000E+00 0
VTY
VT2




Node: TF2
F.B7
E.BS8
Equation:
Y list
MOD.TF2

Node: TF3
F.B12
E.B13
Equation:
Y list
MOD.TF3

Node: MTX

Equation:

Y list
F.B4

Node: MTY

Equation:

Y list
F.B9

Node: MTZ

Equation:

Y list
F.B14

TF4
E.B5
F.B6
Equation:
Y list
MOD.TF4

Node:

TF5
E.B10
F.B1l1
Equation:
Y list
MOD.TF5

Node:

TF6
E.B15
F.B16
Equation:
Y list
MOD.TF6

Node:

Node: SEGT
Equation:
Y list
E.B17

= 228002

Connectors:
= MOD.TF2
= MOD.TF2

( X,

X list

VTX

vTY

VTZ

Connectors:
= MOD.TF3
= MOD.TF3

228002 ( X,

X list
VTX
V1Y
VT2

Connectors:

GAIN ( X,
X list
P.B4

Connectors:

GAIN ( X,
X list
P.B9

Connectors:

GAIN ( X,
X list
P.Bl14

Connectors:
= MOD.TF4
= MOD.TF4

228002 ( X,

X list
PTXE
PTYE
PTZE

Connectors:
= MOD.TF5
= MOD.TF5

228002 ( X,

X list
PTXE
PTYE
PTZE

Connectors:
= MOD.TF6
= MOD.TF6

2725002 ( X,

X list
PTXE
PTYE
PTZE

Connectoxrs:
228003 ( X,
X list
DTXE
PTYE
PTZE

B12

P )

B4
P )

B10

P )

1 3 1
Parameters
2.0000E+00

B13
* F.B13
* E.B12
1 3 1
Parameters
3.0000E+00

1 1 1
Parameters
1.0000E+00

1 1 1
Parameters
1.0000E+00

1 1 1
Parameters
1.0000E+00

B6
* E.B6
* F.BS
1 3 1
Parametexrs
1.0000E+00

Bll
* E.B11
* F.B10
1 3 1
Parameters
2.0000E+00

Bl6
* E.Bl6
* F.B15S
I 3 1
Parameters
3.000CE+00

1 3 1
Parameters
1.0000E+00

Index

Index

Index

Index

Index

Index

Index

Index

Index




Node: TF7
F.B19
F.B22
Equation:
Y list
MOD.TF7

Node: TF8
F.B20
E.B24
Equation:
Y list
MOD.TF8

Node: TF9
F.B21
E.B27
Equation:
Y list
MOD.TF9

Node: MSX

Equation:
Y list
F.B23

Node: MSY

Equation:
Y list
F.B25

Node: SEGS
Equation:
Y list
E.B18

Node: MSZ

Equation:

Y list
F.B26

Node: ETI
Equation:
Y list

PTX

PTY

PTZ

Node: PANG
Equation:
Y list
STX
STY
STZ

Connectors:
= MOD.TF7
= MOD.TF7

228002 ( X,

X list
PSX
PSY
PSZ

Connectors:
= MOD.TF8
= MOD.TF8

228002 ( X,

X list
PSX
PSY
PS2

Connectors:
= MOD.TF9
= MOD.TF9

228002 ( X,

X list
PSX
PSY
PSZ

Connectors:

GAIN { X,
X list
P.B23

Connectors:

GAIN { X,
X list
P.B25

Connectors:
228003 ( X,
X list
PSX
PSY
PS2Z2

Connectors:

GAIN ( X,
X list
P.B26

Connectors:
228007 ( X,
X list
PTXE
PTYE
PTZE
TIME

Connectors:
2z8U08 ( X,
X lisc
PTX
PTY
PTZ
PSX
PSY

B19

P )

B20

P)

B21
*

*
P )

B23
E )

B22
F.B22
E.B19

1 3 1
Parameters
1.0000E+00

B24
F.B24
E.B20

1 3 1
Parameters
2.0000E+00

B27
F.B27
E.B21
1 3 1
Parameters
3.0000E+00

1 1 1
Parameters
1.0000E+0C0

1 1 1
Parameters
1.000CE+00

1 3 1
Parameters
1.0000E+00

1 1 1
Parameters
1.0000E+00

PTYE

3 4 1
Parameters
1.0000E+00

PTY

3 6 1
Parameters
1.0000E+00

Index

Index

Index

Index

Index

Index

PTZE

Index

PTZ

Index




Node: JSX

Equation:

Y list
F.B34

Node: JSY

Equation:

Y list
F.B35

Node: JS2

Equation:
Y list
F.B36

Node: GY1
E.B28
E.B29
Equation:

Y list
MOD.GY1

Node: GY2
E.B30
E.B31
Equation:

Y list
MOD.GY2

Node: GY3
E.B32
E.B33
Equation:

Y list
MOD.GY3

Node: A32

Equation:

Y list
WSX1
WsYl
WSzl

Node: A30

Equation:

Y list
STMX
STMY
STMZ

Node: A20

Equation:

Y list
WSX2
Wsy2
Wsz2

Node: TESTX

PSZ

Connectors:

GAIN {( X,
X list
P.B34

Connectoxrs:

GAIN ( X,
X list
P.B35

Connectors:

GAIN { X,
X list
P.B36

Connectors:
= MOD.GY1l
= MOD.GYl

GAIN ( X,

X list
WSZB

Connectcrs:
= MOD.GY2
= MOD.GY2

GAIN ( X,

X list
WSXB

Connectors:
= MOD.GY3
= MOD.GY3

GAIN ( X,

X list
WSYB

Connectors:
7228009 ( X,
X list
WSXB
WSYB
WSZB
TSX

Connectors:
228011 ( X,
X list
STX
STY
ST2
TSX
TSY
TS%Z

Connectors:
228010 ( X,
X list
WSX1
WSY1
WSZ1
TSY
TSZ

Connectors:

B34
P ) 1 1 1
Parameters
1.6420E-03
B35
P ) 1 1 1
Parameters
1.6420E-03
B36
P ) 1 1 1
Parameters
1.1864E-02
B28 B29
* F.B29
* F.B28
P ) 1 1 1
Parameters
-8.4000E+01
B30 B3l
* F.B31
* F,B30
P ) 1 1 1
Parameters
-6.0900E+02
B32 B33
* F.B33
* F.B32
P ) 1 1 1
Parameters
-6.0900E+02
TSX WSYB
P ) 3 4 1
Parameters
1.0000E+00
STX STY
P) 3 6 1
Parameters
1.0000E+00
WSX1 TSY
P ) 3 5 1
Parameters
1.0000E+00
0X

Index

Index

Index

Index
34

Index
32

Index
33

WSZB

Index

STZ

Index

WSZ1

.ndex



Equation:
Y list
0X

Node: TESTY
Equation:
Y list
0y

Node: TESTZ
Equation:
Y list
02

TFX1
F.B52
E.B67
Equation:
Y list
MOD.TFX1

Node:

TFY1
F.B57
E.B68
Equation:
Y list
MOD,.TFY1

Node:

Node: TFZ1
F.B62
E.B69
Equation:
Y list
MOD.TFZ1

TFX2
F.B53
E.B74
Equation:
Y list
MOD.TFX2

Node:

TFY2
F.B58
E.B75
Equation:
Y list
MOD.TFY2

Node:

Equation:
Y list
MOD.TFZ2

TFX3
F.B54
E.B81
Equation:

Node:

CON
X_list

( X,

Connectoxrs:
CON ( X,
X list

Connectoxrs:
CON { X,
X list

Connectors:
= MOD.TFX1
= MOD.TFX1l

228017 ( X,

X list

Connectors:
= MOD.TFY1l
= MOD.TFY1

228017 ( X,

X list

Connectors:
= MOD.TFZ1
= MOD.TFZ1l

228017 ( X,

X list

Connectors:
= MOD,TFX2
= MOD.TFX2

228017 ( X,

X list

Connectors:
= MOD.TFY2
= MOD.TFY2

2728017 ( X,

X list

Connectors:
= MOD.TFZ2
= MOD.TFZ2

228017 ( X,

X list

Connectoxrs:
= MOD.TFX3
= MOD.TFX3

228017 ( X,

P )

B52

P )

B57

P )

B62

P )

B53

P )

B58

1 0 1
Parameters
0.0000E+00

1 0 1
Parameters
0.0000E+00

1 0 1
Parameters
0.GOOOE+00

B67
F.B67
E.B52
1 0 2
Parametexrs
6.4000E+01
1.0000E+00

B68
F.B68
E.B57

1 0 2
Parameters
1.8500E+02
1.0000E+00

B69
F.B69
E.B62
1 0 2
Parameters
1.2600E+02
1.0000E+00

B74
F.B74
E.B53
1 0 2
Parameters
6.4000E+01
2.0000E+00

B75
F.B75
E.B58

1 0 2
Parameters
1.8500E+02
2.0000E+00

B76
F.B76
E.B63

1 0 2
Parameters
1.2600E+02
2.0000E+00

B81
F.B81
E.B54

1 0 2

Index

Index

Index

Index

Index

Index

Index

Index

Index




Y list
MOD.TFX3

Node: TFY3
F.B59
E.B82
Equation:
Y list
MOD.TFY3

Node: TFZ3

F.B64

E.B83

Equation:
Y list
MOD.TFZ3

Node: TFX4
F.B55
E.B88
Equation:
Y list
MOD.TFX4

Node: TFY4
F.B60
E.B89
Eguation:
Y list
MOD.TFY4

Node: TFZ4
F.B65
E.B90
Equation:
Y list
MOD.TFZ4

Node: TFX5
F.B56
E.BS5
Equation:
Y list
MOD.TFX5

Node: TFYS
F.B61
E.B96
Equation:
Y list
MOD.TFYS

TFZ5
F.B66
E.B97
Equation:
Y list
‘MOD.TFZ5

Node:

X list

Connectors:
= MOD.TFY3
= MOD.TFY3

225017 ( X,

X list

Connectors:
= MOD.TFZ3
= MOD.TFZ3

27ZSU17 ( X,

X list

Connectors:
= MOD.TFX4
= MOD.TFX4

228017 ( X,

X list

Connectors:
= MOD.TFY4
= MOD.TFY4

Z2Z8U17 ( X,

X list

Connectors:
= MOD.TFZ4
= MOD.TFZ4

228017 ( X,

X list

Connectors:
= MOD.TFX5
= MOD.TFX5

ZZ85U17 ( X,

X list

Connectors:
= MOD.TFY5
= MOD.TFY5

228017 ( X,

X list

Connectors:
= MOD.TFZ5
= MOD.TFZ5

2zSU17 ( X,

X list

B59

P)

B64

P)

BSS

P )

B60

P)

B65

P )

B56

P )

B61

P )

B66

*
*

P )

Parameters
6.4000E+01
3.0000E+00

B82
F.B82
E.B59
1 0 2
Parameters
1.8500E+02
3.0000E+00

B83
F.B83
E.B64
1 0 2
Parameters
1.2600E+02
3.0000E+00

B88
F.B88
E.B55
1 0 2
Parameters
6.4000E+01
4.0000E+00

EZ9
F.B89
E.B60

1 0 2
Parameters
1.8500E+02
4.0000E+00

B90
F.B90
E.B65
1 0 2
Parameters
1.2600E+02
4,0000E+00

B95
F.B95
E.B56
1 0 2
Parameters
6.4000E+01
5.0000E+00

B96

&l =
o W

= o
o

.B9
.Bo
2
Parameters
1.8500E+02
5.0000E+00

B97
F.B97
E.B66

1 0 2
Parameters
1.2600E+02

Index

Index

Index

Index

Index

Index

Index

Index

Index
0



Node: MM1

Equation:

Y list
F.B71

Node: RM1

Equation:

Y list
E.B73

Node: MM2

Equation:

Y list
F.B78

Node: RM2

Equation:

Y list
E.B80

Node: MM3

Equation:

Y list
F.B85

Node: RM3

Equation:

Y list
E.B87

Node: MM4

Equation:

Y list
F.B92

Node: RM4

Equation:

Y list
E.B%4

Node: MM5

Equation:

Y list
F.B99

Node: RMS
Equation:

Y list
E.B101

Node: CM1

Equation:

Y _list
E.B72

Node: CM2

Equation:

Y list
E.B79

Node: CM3

Equation:

Y list
E.B86

Connectors:

GAIN { X,
X list
P.B71

Connectors:

GAIN ( X,
X list
F.B73

Connectors:

GAIN ( X,
X list
P.B78

Connectors:

GAIN {( X,
X list
F.B80

Connectors:

GAIN ( X,
X list
P.B85

Connectors:

GAIN ( X,
X list
F.B87

Connectors:

GAIN { X,
X list
P.B92

Connectors:

GAIN ( X,
X list
F.B94

Connectors:

GAIN ( X,
X list
P.B99

Connectors:

GAIN ( X,
X list
F.B101

Connectors:

GAIN ( X,
X _list
Q.B72

Connectors:

GAIN ( X,
X list
Q.B79

Connectors:

GAIN ( X,
X list
Q.B86

5.0000E+00

111
Parameters
1.0000E+00

1 1 1
Parameters
6.2335E+00

1 1 1
Parameters
1.0000E+00

1 1 1
Parameters
6.2677E+00

1 1 1
Parameters
1.0000E+00

1 1 1
Parameters
1.5873E+01

i1 1
Parameters
1.0000E+00

1 1 1
Parameters
1.9126E+01

1 1 1
Parameters
1.0000E+00

11 1
Parameters
1.9213E+01

1 1 1

1.0793E+04

1 1 1

Parameters
1.0912E+04

1 1 1
Parameters
6.9983E+04

Index
10

Index



-

Node: CM4

Equation:

Y list
E.B93

Node: CM5
Equation:

Y list
E.B100

Node: OPT
Equation:
Y list
XBAR
ZBAR
MAZPER
MELPER
STMMX
STMMY
STMMZ

TFXX
F.B38
E.B39
Equation:
Y list
MOD, TFXX

Node:

Node: SEMWX
Equation:
Y list
E.B37
Node: TFXY
F.B40
E.B4l
Equation:
Y list
MOD.TFXY
Node: TFYY
F.B48
E.B49
Equation:
Y list
MOD,TFYY
Node: TFYX
F.B50
E.B51
Equation:

vV 13 nt
i adoOC

MOD.TFYX

Node: SEMWY
Equation:
Y list
E.B47

Node: SEMW2Z
Equation:
Y list
E.B42

Connectors:

GAIN ( X,
X list
Q.B93

Connectors:

GAIN ( X,
X_list
Q.B100

Connectors:
225012 ( X,
X list
STMX
STMY
STMZ
TIME
NU1l
NUZ2
NU3
NU4
NUS

Connectors:
= MOD.TFXX
= MOD.TFXX

CON ( X,

X list

Connectors:

GAIN ( X,
X list
TIX

Connectors:
= MOD.TFXY
= MOD.TFXY

CON ( X,

X list

Connectors:
= MOD.TFYY
= MOD.TFYY

CON { X,

X list

Connectors:
= MOD.TFYX
= MOD.TFYX

CON ( X,

¥ list

Connectors:

GAIN ( X,
X list
TIY

Connectors:

GAIN ( X,
X list
TIZ

B93
P ) 1 1 1
Parameters
1.0161E+05
B100O
P ) 1 1 1
Parameters
1.0254E+05
STMX STMY
P ) 7 9 4
Parameters
0.0000E+00
0.0000E+00
0.0000E+00
0.0000E+00
B38 B39
* F.B39
* E.B38
P ) i1 0 1
Parameters
1.0000E+00
B37
P ) 1 1 1
Parameters
1.0000E+00
B40 B4l
* F.B41
* E.B40
P ) 1 0 1
Parameters
0.0000E+00
B48 B49
* F.B49
* E.B48
P ) 1 0 1
Parameters
1.0000E+00
BS50 B51
* F,B51
* E.B50
P ) 1 0 1
Parameters
0.0000E+00
B47
P ) 1 1 1
Parameters
1.0000E+00
B42 TIZ
P ) 1 1 1
Parameters
~1.0000E+00

Index
12

Index

STMZ

Index
14
15
16
31

Index

Index

Index

Index

-aslaidh




Node: TRZ
Equation:
Y list

TIZ

Node: AZEST
Equation:
Y list
AZPER
AZRER

Node: TRPAZ
Equation:
Y list
AZPC

Node: TRRAZ
Equation:
Y list
AZRC

Node: SAZC
Equation:
Y list
AZC

Node: ELEST
Equation:
Y list
ELPER
ELRER

Node: TRPEL
Equation:
Y list
ELPC

Node: TRREL
Equation:
Y list
ELRC

Node: SELC
Equation:
Y list
ELC

= 228U15

= GAIN

= SUM

= ZZSUl6

= GAIN

= SUM

Connectors:

Y = TRANSFER( X,

X list
WSZB2

Connectors:
X list
XBAR
TIME

Connectors:

X list
AZPER

Connectors:

¥ list
AZRER

Connectors:
X list
AZPC
AZRC

Connectors:
X list
ZBAR
TIME

Connectors:

X list
ELPER

Connectors:

X list
ELRER

Connectors:
X list

ELPC
ELRC

( X,

TRANSFER( X,

( X,

(X,

( X,

TRANSFER( X,

( X,

( X,

WSZB2

P)

XBAR

AZPER

P )

AZRER

P )

ELPER

P )

ELRER

P)

ELPC
P )

TIZ

1 1 8
Parameters
0.0000E+00
0.0000E+00
9.4460E+00
1.0000E+00
6.6218E+03
1.8727E+04
9,.1977E+02
0.0000E+00

AZPER
2 2 1
Parametexs
1.0000E+00

AZPC

1 1 6
Parameters
.0000E+00
.4460E+00
.0000E+00
.6544E+03
.3530E+05
.7843E+04

oY OO

AZRC

i 1 1
Parameters
0.0000E+00

AZRC

i 2 2
Parameters
1.0000E+00
1.0000E+00

ELPER
2 21
Parameters
1.0000E+00

ELPC

1 1 6
Parameters
.0000E+00
.4460E+00
.0000E+00
.6544E+03
.3530E+05
.7843E+04

P O WO

ELRC

1 1 1
Parameters
0.0000E+00

ELRC

1 2 2
Parameters
-1.0000E+00
~1.0000E+00

Index

OO0 OO0

AZRER

Index

Index

OCOOOOO

Index

AZC

Index

ELRER

Index

Index

QOOOOO

Index

ELC

Index




Node: PATW
Equation: Y

TIX
TIY

Node: DATA
Equation: Y
Y list
DOJ

INITIAL CONDITIONS

.B4

.B9

.B14
.B23
.B25
.B26
PTXE

PTYE

PTZE

PSX
PSY
PS2
P.B34
P.B35
P.B36
TSX
TS32
TSY
.B71
.B78

LieBio Baw Bt o By o By )

OO0 YooY Y
(e¢]
~J
N

[as]
(e}
($;]
W N EnwRnwnn

Connectors:

= MATRIX

AzZC

0.0000E+00
1.0000E+00

Connectors:

= Z25U18
X list
MAZPER
MELPER
STMMX
STMMY
STMMZ
TIME

2.7918E+01
4.1480E+01
0.0000E+00
0.0000E+00
0.0000E+00
0.0000E+00
3.5626E+06
5.2818E+06
0.0000E+00
0.0000E+00
0.0000E+00
0.0000E+00
0.0000E+00
0.0000E+00
0.0000E+00
0.0000E+00
0.0000E+00
~-3.1416E+00
0.0000E+00
0.0000E+00
0.0000E+00
0.0000E+00
0.0000E+00
0.0000E+00
0.0000E+00
0.0000E+00
0.0000E+00
0.0000E+00
G.0000E+00
0.0000E+00
0.0000E+00
0.0000E+00
0.0000E+00
0.0000E+00
0.0000E+00
0.0000E+00
0.0000E~00
0.0000E+00
0.0000E+GJ
0 0000E+00

AZC
P ) 2 2 0

MAZPER
(X, P)

ELC TIX

ELC
-1.0000E+00
0.0000E+00

MELPER
1 6 1
Parameters Index
1.000r"+00 0

STMMX




TIME CONTROLS

Initial time
Final time
Number saved

END-FILE

0.0000E+00
3.6300E+02
512
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